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EXECUTIVE SUMMARY

The Avionics Office of the Space Station Projects Office at Johnson Space Center (JSC) is

working to define and integrate end-to-end requirements for the Space Station Freedom

Program (SSFP) space-ground operations. As part of these efforts, the project office has had

The MITRE Corporation perform assessments and analyses in areas where they had

particular concern. These areas include the changing concepts for test methodologies, the

operation and performance of the communication protocols, end-to-end network

management, and the Master Objects Data Base (MODB). Since the recent restructure of the

space station design, a new software application, the Integrated Station Executive (ISE), has

been established. This application is to act as an executive agent along with the crew and

ground controllers, while replacing (or absorbing) many of the system management functions

that required a home when distributed element management was eliminated.

This document summarizes the current state of the ISE requirements and assesses the

characteristics of the current design. MITRE's goals in this assessment and analysis is two-

fold: first, identify any internal inconsistencies in either the requirements or in the current

design; and second, to examine the applicability of the Open System Interconnection (OSI)

management standards. Inasmuch as the ISE has been defined as the executive or operations

manager application within the integrated avionics of the space station, special attention is

given to adapting OSI management standards for the specification of the ISE functions.

In examination of the ISE requirements, the primary objective is the clarification of the

purpose and design of the ISE. From the beginning of MITRE's involvement in this area,

we have recognized that the development community has been hampered by the poor

definition of the ISE requirements and performance characteristics. This problem has been

made worse by the almost continual state of redesign, restructuring, and reestablishing

priorities of the SSFP requirements. Definition of terminology within the program is

constantly changing and the introduction of new terminology has led to further confusion.

This problem is particularly acute in the area of object oriented programming and in the use

of the terminology in the OSI management standards. This document will have served a

very useful purpose to the community, if nothing else is accomplished, if it provides a

reference dictionary of National Aeronautics and Space Administration (NASA) and OSI

terminology in its description of the ISE design.

The technical approach taken in performing the assessment was to assemble the requirements

for the ISE as described in the post-restructure versions of the SSFP design documents.

Then the required ISE functionality was examined to develop a reference architecture to

study the applicability of international standards for open systems to the ISE. This
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architectureshowshow theDataManagementSystem(DMS) standardservices(STSVs)are
usedby theISEandhow theyfit into theopensystemsconcept.

TheOSI standardsarefoundto beaclosematchto theneededspecificationsfor theISE
functionsandDMS standardservices.Theadoptionof mostclausesof thestandardsfrom
theInternationalOrganizationfor Standardization/InternationalElectrotechnical
CommissionISO/IEC 10165part 1,part2, andpart4; ISO/IEC 10164parts1through6; and
committeedrafts ISO/IEC 10164parts7, 9, 11,12,and13could providetheSSFPwith a:

• Consistentlydefinedsetof operationmanagementterminology
• Consistentoperationsmanagementarchitecture
• Standard set of formatted messages

• Standard way of interfacing with the:

- Space Station Control Center (SSCC)

- Payload Operations and Integration Center (POIC)

- International partners (IP)

• Standard way of documenting the:
- Commands

- Access controls

- Behaviour

- Attributes

- Testing

- Telemetry of on-board systems, elements, and payloads.

The contractual adoption of (or at least the establishment of contractor agreements to comply

with) the international standards would help speed the delivery of the SSFP end-items by

dramatically reducing the extent of interface documentation needed among Freedom, the

SSCC, the POIC, and the IP.

The recommendations of the assessment of the ISE are as follows:

NASA should clarify and freeze the ISE requirements -- Modify the requirements to

make them more explicit, rewrite the requirements to add the following basic functions:

Add requirements for a Command Sequencer, Command Discriminator, and

Scheduler

• Add requirements for a notification and event discriminators

• Add requirements to establish ISE's performance characteristics

• Add requirements to clarify ISE's resource management responsibilities

iv ""



• Add requirements to clarify ISE's configuration management responsibilities

• Add requirements to clarify who has management responsibilities for journalizing,

attribute scan list selection, and telemetry object list selection

NASA should accept and enforce the standard definitions of terminology and objects --

To help eliminate the confusion problems related to terminology and definitions:

• Establish and publish a single list of definitions across the entire SSF program

• Adopt as SSFP standards the ISO/IEC International Standards on OSI Management

• Establish a registration authority (configuration management) as soon as possible

for SSFP managed objects and data objects
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SECTION 1

INTRODUCTION

1.1 Background

The National Aeronautics and Space Administration (NASA) Avionics Office of the Space

Station Projects Office at Johnson Space Center (JSC) is working to define and integrate the

end-to-end requirements for the Space Station Freedom Program (SSFP) space-ground

operations. As part of these efforts, The MITRE Corporation performed assessments and

analyses for the program office in the following areas: the evaluation of the changing

concepts for test methodologies, the operation and performance of the adopted

communication protocols, the evaluation of the end-to-end network management, and the
operations concept for the Data Management System (DMS) Master Object Data Base 1

(MODB).

Since the recent restructure of the space station design, a new software application, the

Integrated Station Executive (ISE), has been established. This application is to act as an

executive agent along with the crew and ground controllers, while replacing (or absorbing)

many of the system management functions that required a home when distributed system

management was eliminated.

As a natural follow on to MITRE's current activities, the Avionics Office has asked MITRE

to provide a technical assessment of the requirements and the design of the ISE and its

relationship with the ground control, the crew, and the DMS. As part of this effort, MITRE

will identify and characterize issues related to the ISE implementation and design and

provide technical assessment and recommendations as necessary. This document is a

summary of MITRE's efforts in this area.

DMS objects: A DMS data object is an abstract representation of the storage spaces for

attribute values. DMS objects can either be read only or read-write. DMS data objects

do not have any operational management behaviour. The behaviour of on-board

managed objects are part of the hardware characteristics, the environment, and the

associated software application. The behaviour of the managed objects is the result of

changes to the object attribute values, changes to the the environment, and changes to the

behaviour rules of the physical and logical managed objects.



1.2 Purpose of Document

This document provides an analysis of the current state of the ISE requirements and includes

an assessment of the characteristics of the current design. The emphasis in this analysis is

two-fold: first, to identify any inconsistencies in either the requirements or in the current

design; and second, to examine the requirements and the design for the applicability of the

Open System Interconnection (OSI) management standards. Since the ISE has been defined

as the executive or system manager application, special attention is given to the OSI

standards for management functions and the applicability of these standards for fulfilling the
needs of the ISE.

The primary objective of MITRE's examination of the ISE documentation is to clarify the

purpose, requirements, and design of the ISE. From the beginning of MITRE's involvement

in this area, we have recognized that the development community has been hampered by the

poor definition of the ISE requirements and performance characteristics. This problem has

been aggravated by the almost continual state of redesign, restructuring, and re-establishing -

priorities of the SSFP requirements. Definition of terminology within the program is

constantly changing, and the introduction of new terminology leads to further confusion.

This problem is particularly acute in the area of the object model and in the use (or misuse)

of the terminology established by the OSI management standards.

This document provides a current system level "snapshot" of the ISE design and how it fits

into the overall station integrated avionics and the command and control structure. Design

decisions for the ISE cannot be made independently from those made for the DMS and its

support functions. Further, the design decisions for the ISE cannot be made independently

from those made for the other on-board system, element, and payload applications. The

details of the relationships between ISE and the applications it manages and the services it

employs must be understood and documented. This document intends to set up a reference

architecture for the ISE to clarify the current ISE design and guide future ISE design

decisions. This reference architecture will attempt to show how well the ISE maps to (or

agrees with ) the OSI management standards and how the DMS STSVs help ISE accomplish

its management functions.

1.3 Technical Approach

A standard systems analysis approach was incorporated in the preparation of this study and

re,port. The system level documentation was examined and the ISE requirements were

identified and validated. Validation of the requirements was accomplished through intensive
review of needs at all levels of both NASA and the contractor communities. This validation

process is an on-going effort and will continue through the establishment of the level "C"

requirements currently. The currently identified ISE requirements have been further



examinedin thecontextof theDMS supportcapabilitiesandin thecontextof ISE's role
within the integratedavionicsenvironment.ApplicableOSIstandardswerethenresearched
to identify their applicability to theISErequirements.A referencearchitecturefor the ISE
wasthenestablishedandnecessarysupportingfunctionsweredefined. TheproposedISE
architecture,compliantwith OSIstandardsfor systemsmanagement,cannow beusedasa
tool to examinetheevolvingfunctionaldesignof ISE.

1.4 Structure of the Document

In section 2 the requirements and functions of the ISE are presented as they exist in the post-

restructure versions of the SSFP design documentation.

Section 3 examines the required ISE functions and performance characteristics and discusses

an architecture for ISE that is compatible with open systems standards for systems

management.

Section 4 provides a detailed presentation of a suite of support functions for the suggested
architecture discussed in section 3.

Section 5 summarizes this document by providing a discussion of the findings,

recommendations, design trades, and risks associated with the ISE, the DMS standard

services, and applications of ISO standards to the management functions.

In all of the above discussions, the document will make use of a consistent set of

terminology based on the usage in the International Organization for Standardization (ISO)

literature. Careful attention has been given to make the reader aware of any identified

conflicts between current SSFP terminology usage and the terminology in the standards.

New terminology is introduced from the standards only where necessary or where the SSFP

uses are inconsistent or incomplete.

Appendix A provides a list of the standard definitions and terms used in this report. It is

strongly recommended that NASA consider this list as a starting point for standardizing

terminology throughout the SSFP.

Appendix B presents a brief tutorial that covers the ISO OSI management standards, the

scope and content of the standard management functions, and their relationship to the ISE

design.

Appendix C presents a brief discussion of ISO/IEC standard models for management service

control (MSC) functions and how they might be applied to meet the ISE requirements.
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AppendixD providesanexampleof theuseof theISO/IECGuidelinesto Def'meManaged
Obiects(GDMO) to collect the informationnecessaryto defineandregistermanagement
obj'_ts2. This exampleis applicableto all SSFPmanagedobjects.

AppendixE includesa proposeddesignfor two managementsupportobjectclassesseenas
critical to thedesignof theISE. TheobjectclassesdefinedaretheCommandSequencerand
theCommandDiscriminator.

AppendixF proposes a standard set of object attributes and object relationship attributes to

be used by all other on-board ISE managed applications. The use of a standard set of such

attributes will eliminate duplication of effort and minimize confusion between application

developers in designing the interfaces with ISE. This appendix is an expansion of the

standard definitions needed by the SSFP development community.

Appendix G includes a description of the ISO Standard on the log control function and how

it may be applicable to Freedom.

Appendix H includes a description of the ISO committee draft standard on the

summarization function and how it may be applicable to Freedom telemetry object list

management.

Managed objects: A managed object is an abstract representation of resources of a

managed system. The management of these resources requires a management view of

the logical and physical identities within the managed system. Managed objects have

behaviour and the managed object behaviour is the result of either changing attribute

values, commanding actions to change the managed process, changing the managed

object's environment, or the behaviour rules associated with the managed object.

Examples of managed objects are systems, elements, payloads, orbital replaceable units,

standard data processors, mass storage units, etc.



SECTION 2

ISE FUNCTIONAL REQUIREMENTS

This section presents a description of the functions partitioned to the ISE as a result of the
activities since the SSFP software restructure scrub. Two reference documents have been

used to compile this picture of the ISE:

Level A Integrated Flight Software Architecture Requirements Document Section 1

Parts I and2, (NASA, August 15, 1991, [SSP 30555]),

Contract End Item (CEI) Specification for the Data Management System, vol. 2

Integrated Station Executive, (MDSSC, September, 1991 [ DR SY-06.1]).

MITRE notes with concern that these two documents represent completely different views of

the ISE requirements. Level A presents high-level, generic ISE capabilities while the CEI

describes distinct flight software functions. As such, the ISE requirements in the two

documents are often inconsistent and traceability from Level A to the CEI is often difficult

and sometimes impossible. To provide a complete picture of the ISE requirements, the

discussion in this section includes descriptions of the ISE functions from both documents'

perspectives. A third document, Software Restructure Scrub - Summary of Results, (Dawson,

Whitelaw, 1991) has also been used to help clarify some of the many issues that remain

vague in the two ISE documents.

2.1 ISE Level A Functions

The ISE is the station executive which provides the capability for the crew and ground to

perform centralized and real-time integrated command, control, and management of the

Space Station Freedom operations. The ISE will be accessible from any workstation with

the User Support Environment (USE) capability. The ISE functionality is derived from a

combination of application software and operational data and is supplied through the use of
standard DMS data and command services. These data and command services include the

Intermediate Language Executor (ILE) 3 and access to the Run-Time Object Database

Intermediate Language Executer (ILE): specific use of this DMS service and its existence

in the program are the subject of debate at this time. Level A requirements here must be

considered subject to change. For a detailed description of the ILE and UIL see SSFP

UIL Specification, USE 1001, 15 March 1990.
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(RODB). The ISE uses the DMS supplied data networks to provide command and control

connectivity among the on-board applications.

These capabilities allow the ISE to perform real-time and near-real-time management of

station operations requiring coordination among systems and elements. The ISE will be

capable of monitoring and controlling the station's systems, elements, and payloads during

both manned and unmanned operations and will perform control functions in response to the
flight crew and ground controller commands.

The ISE will issue commands to configure the station equipment and resources by executing

station and system level operational procedures. The ISE provides the capability to execute

predefined stored command sequences as responses to crew or ground commands or as the
result of predefined conditions or events.

The ISE provides a centralized interface for the crew and ground for mode, configuration,
activity, event, and timeline control. The ISE uses the services of both DMS and

Communications & Tracking (C&T) to establish and maintain a communications link with

the SSCC. In support of ground control operations, the ISE will provide audit trails of the

interactions between ISE and applications within the station's systems, elements and
payloads.

2.1.1 ISE Functional Requirements

The ISE consists of code and supporting data such as executable timelines, procedures,

displays, and other data deemed necessary for reconfiguration operations. The ISE uses this

data to accomplish the requirements of coordinated commanding, the monitoring of

operational status, the control and execution of the on-board short term plan (OSTP), and the

synthesis of Caution and Warning events. In concert, the ISE will provide the following
integrated functions:

Mode Management

Configuration Management

Activity Management

Event Management

Timeline

Each of these integrated functions are discussed in the following paragraphs.
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2.1.1.1 Mode Management

The ISE mode management function provides the capability to reconfigure Freedom in

support of its various operational modes. The ISE executes integrated station mode

transition procedures in response to crew or mission controller commands, as scheduled in a

timeline or in response to an event. The integrated mode transition procedures contain

sequences of commands required to establish the new mode's constraint environment and

may include: precondition checks, commands that set or release interlocks 4, command

inhibits 5, and command enables 6, and system configuration information. The ISE executes

the procedures to effect the transition from the current station mode to the commanded

station mode. As part of this station mode transition process, the ISE may command

systems, elements, and payloads to compatible modes and configurations. The ISE will then

enforce the station mode environment by establishing access controls that allow only those

commands that are compatible with the current station mode. The ISE will monitor system,

element, and payload status for compliance with the current station mode and will notify the

crew and ground of mode violations. The crew and the ground will have the capability to

override any ISE established moding constraints. As necessary, the ISE will have the

capability to add or delete station modes.

NASA has defined station modes to provide flexible management of Freedom operations so

that safe interactions between the distributed systems, elements, and payloads can be

maintained. Station modes are characterized by permissions and restrictions imposed upon

all of the station operations. Each mode establishes a framework within which operations,

functions, and activities can be performed during a given time frame. If station operators

desire an operation, function, or activity that is incompatible with the current station mode, a

Interlock: a managed object that is an extra hardware or software control used to ensure

additional operational safety. Interlocks provide functionally independent control over a

process or a device that may be hazardous or disruptive. Interlocks have behaviour that

require a two-step command sequence.

Command Inhibit: the temporary removal of the ability to receive commands from a

device or software application. An external inhibit blocks the command path to a

device. An inhibit may also be the prohibition of command execution placed on a device

or software application. An internal inhibit prevents the software from executing

commands.

Command Enable: providing the authority to the execute commands by a device or an

application.

7



transitionto theappropriatemodeor anoverrideby theflight crewor missioncontrollersis
required.

Sevenstationmodeshavebeendefined. Thissetof stationmodesmaybe redefined,
expanded,or reducedin responseto stationcapabilitiesor operationalobjectives.The
currentdefinitions for eachof themodesarepresentedbelow:

Maneuver mode: the maneuver mode permits operations supporting propulsive

maneuvers except for Proximity operations.

Miero-gravity mode: this mode supports micro-gravity experiments and quiescent

payload operations.

Normal mode: this mode permits operations to support most of the station operations.

Proximity operations mode: this mode allows operations to support the control and
interaction with vehicles within the station Command Control Zone. This mode

also supports docking and berthing.

Safe mode: this mode is dedicated to providing flight crew safety and vehicle integrity.

The intent of this mode is to support recovery from station-level emergency

conditions. All unnecessary operations are terminated and the remaining station

resources are dedicated to providing long-term flight crew life support.

Transfer mode: the transfer mode is oriented toward the transfer of flight crew,

materials, resources, and payloads. This mode shall support EVA, special

maintenance, and assembly operations. It also shall support all vehicle attached

operations.

Unmanned mode: this mode is intended to support primarily assembly sequences and

assumes that a crew is not present on the station. The unmanned mode supports

operations of the station as commanded from the ground or remotely from the

orbiter.

Aside: It is noted that these mode definitions are often overlapping in scope and inconsistent

in content. For example, as they are currently defined by NASA, the station cannot be both

unmanned and in the safe mode. Another example - the station cannot be in the unmanned

mode and in the microgravity mode. It is recommended that the station modes be redefined

not to be exclusive. NASA is currently attempting to refine its position on the mode concept

and its applicability to station design and operations.

2.1.1.2 Configuration Management

The ISE configuration management function provides the capability to reconfigure Freedom

as needed, upon crew or ground command, in response to predefined conditions, or as



containedin theOSTP. The ISEshallalsoprovidefor reconfigurationcommandsfor
resourcedistribution.

2.1.1.3 Activity Management

The ISE activity management function provides for the coordinated commanding of

Freedom components to accomplish mission objectives. When executing an activity, the ISE

may issue commands, including pre-stored program sequences, to systems, elements, and

payloads. The ISE will verify conditions before and after executing an activity and will

provide the capability to display the status of activity execution. The ISE will monitor

specified system, element, and payload status to ensure compatibility with executing

activities. The ISE will allow the crew and the ground the ability to control the activities

(e.g., execute, terminate, suspend, and resume) and will provide the capability for the crew to

select between manual, single step, and automatic control of activity execution.

2.1.1.4 Event Management

The ISE event management function provides for an automated response to predefined

events. The ISE will detect and respond to predefined events involving more than one

system, element, or payload. The ISE will detect events by:

Receiving event notifications from systems

Receiving Caution & Warning messages from systems

Receiving manually-input event declarations

Monitoring station configuration and operational status

The ISE will respond to an event by:

Issuing a predefined integrated sequence of commands to the system that isolates
the failure

Issuing a command sequence designed to support failure recovery

Generating C&W messages when specified patterns of system events and/or C&W

messages have been detected

reporting the event to the crew and ground controllers

2.1.1.5 Timeline Management

The ISE Timeline management function provides management of a coordinated schedule of

activities. The ISE will execute scheduled activities in an integrated environment. The ISE

will provide the capability to display resource availability, consumption, and environmental
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parameterdisturbancesfor all activitiesscheduledon thetimeline. TheISEwill assessthe
timeline for resourcerightsandprivilegesconflictsat therequestof thecrewor mission
controllers. The ISEwill havetheability to computeanddisplayprojectedstartandfinish
timesfor scheduledactivities. Finally, theISEwill providethecapabilityto thecrewand
groundto add,delete,andmodify thetimelineof asinglescheduledactivity in realtime.

2.2 ISE CEI Functionality

Since the station software scrub activity, the WP-2 contractor has been directed to modify

the software documentation tree and to document flight software according to the Flight

Software System Requirements (FSSR) data item description (DID). In essence, this new

document combines the previous version of the ISE Contract End Item Specification (CEI),

the various ISE IRDs and ICDs, the ISE SRS, and a number of other contracted documents

into one document. In addition to the combined scope of the ISE FSSR, the document

presents a significantly different view of the ISE requirements than that given in Level A.

The current ISE FSSR, however, only covers requirements through the MTC phase of the

program. The ISE CEI specification has been updated to reflect the FSSR functions, while

covering the requirements through PMC. Therefore, to maintain continuity with the ISE

Level A, the ISE CEI specification was selected to describe the WP-2 vision of the ISE

requirements.

The ISE, a single computer software configuration item (CSCI), is a part of the integrated

avionics system of the Freedom. The ISE performs as the executive software application

and is used by the crew and authorized ground personnel to command, control, and manage

the Space Station Freedom. The ISE is the only on-board application that may send

commands to other on-board applications. Consequently, the ISE plays a key role in the

control of the station systems, elements, and payloads.

The ISE consists of the following principal functions:

Station Mode Control

System Control

Secondary Power Control

Failure Reconfiguration

Caution and Warning Suppression

Caution and Warning Synthesis

Operations Plan Execution Control

Rack Control

Payload Support
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JapaneseExperimentModule(JEM) andColumbusAttachedPressurizedModule
(APM) support.

Thefollowing paragraphsprovideabrief overviewof thesefunctionsastheyaredescribed
in theISECEI specification.

2.2.1 Station Mode Control

The ISE performs transitions between station modes. The ISE establishes the environment

defined by the new station mode by commanding inhibits, enables and interlocks that

preclude incompatible operations from being executed. These mechanisms enforce the

environment defined by the station mode. The crew and ground controllers can override
these mechanisms.

In performing a station mode transition, ISE performs a set of tasks that control the mode

transition. The set of tasks performed by ISE include:

Receiving the command to transition to the new station mode

Verifying a predefined set of initial condition checks

Establishing a station-wide set of interlocks and inhibits

Commanding systems to modes or configurations for target modes

Performing a predefined set of post-condition checks

Notifying crew and ground of completion of the transition

The ISE enforces the station mode by inhibiting those commands that are incompatible with

the current station mode. In controlling systems, the ISE shall only transition systems to

modes compatible with the active mode, unless overridden by the crew or the ground. The

ISE will notify the crew when an ISE command is incompatible with the current station
mode.

2.2.2 System Control

The ISE is responsible for the configuration control of the SSFP system. The ISE principal

function of System Control interfaces with the following on-board systems and elements :

Data Management System (DMS)

Communications & Tracking (C&T) System

Guidance Navigation & Control/Propulsion (GN&C/P) System

Extravehicular Activity System (EVAS)/Airlock



ElectricalPowerSystem(EPS)
MobileTransporterElement(MTE)
Mobile ServicingCenter(MSC)
ExternalThermalControlSystem(ETCS)
Internal Thermal Control System (ITCS)

Environment Control Life Support System (ECLSS)

Man Systems/Crew Health Care System (CHeCS)

Rotary Joint (R J)

Station Docking Mast Controller (SDMC)

Unpressurized Logistics Carder/Propulsion Module Attachment (ULC/PAMS)

The System Control function of ISE issues coordinated commands to systems through the

auspices of five constituent capabilities. These capabilities are system initialization or

activation, system shutdown or deactivation, system moding, system operational

reconfiguration, system test and checkout. The scope and role of these ISE constituent

capabilities will vary for each system and will be defined by the system and subsystem

designers. The general scope of the capabilities are discussed below.

To perform their defined role within the ISE, each constituent capability issues commands
that:

Change system modes

Switch system TOLs

Power on/off Orbit Replaceable Units (ORUs)

Notify systems of ORU availability

Inhibit and enable the execution of system commands

Apply and remove station mode related interlocks

Switch Multiplexer/Demultiplexer (MDM) Input/Output Data Base (IODB) scan

lists for systems located in MDMs

Affect system operations as pre-approved

2.2.2.1 System Initialization or Activation

The ISE constituent capability role in system initialization works closely with DMS

initialization. The ISE will verify a predefined set of initial conditions and then send

commands to connect power to DMS hardware components in an avionics string. DMS

Station Manager (SM) will then load the system application software for each component

power on. For system activation the ISE constituent capability will send commands to

connect power to system ORUs on an avionics string. The ISE will then verify a predefined

x.

12



setof initial conditionsandthensendcommandsto establishasystem'soperationalstateas
active.

Thesystemactivationcapabilityconnectspowerto systemORUsonanavionicsstringand
commandsthesystem'ssoftwareto establishits operationalstate.Thesystemsoftwarewill
thenbecommandedto establishthenecessarysystemand/orsubsystemmodes.

2.2.2.2 System Shutdown or Deactivation

The ISE constituent capability role in system shutdown is to disconnect power from DMS

hardware components on an avionics string. This capability includes powering off the SDP

and MSU, and the nominal set of MDMs and notifying the DMS of ORU non-availability.

The system deactivation constituent capability includes sending commands to disconnect

power from a system's ORUs on an avionics string. The ISE will send commands to the

system application software to establish a system non-operational state. The ISE will also

support commanding system and subsystems to the appropriate system mode.

2.2.2.3 System Moding

System mode control commands are executed by the ISE in conjunction with its role of

maintaining the individual systems in the proper mode state for the current station mode.

The ISE will execute system mode transitions as they are commanded by either the crew,

authorized ground controllers, as they are scheduled in the on-board short-term plan (OSTP),

or as they may be required by a predefined response to a Caution and Warning notification.

The steps performed by the system moding subfunction in transitioning systems from one
mode to another are:

Verify commanded mode is possible before commanding transition

Verify target system mode is compatible with current station mode

Verify initial conditions

Connect and disconnect power to systems ORUs

Notify systems of ORU availability

Command DMS to switch TOLs

Activate command enables, inhibits, and interlocks

Command system to target mode
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2.2.2.4 System Operational Reconfiguration

For system operational reconfiguration, the constituent capability will, after verifying a set of

initial conditions, configure systems to provide for redundant strings for time- and safety-

critical station operations. System ORUs can be powered on or off, on a string by string

basis. This capability shall also notify systems of ORU availability and shall command DMS

to switch TOLs as necessary.

2.2.2.5 System Test and Checkout

System Test and Checkout Control command sequences are issued by the ISE to support the

accomplishment of system test and checkout. The constituent capability will verify a

predefined set of initial conditions, configure systems for a test, and issue predefined test

commands.

The system test and checkout subfunction configures systems for the crew and ground to

perform a system test. System ORUs can be powered on or off and systems will be moded

to an appropriate test mode. The ISE will notify systems of ORU availability and activate

command inhibits, enables, and interlocks as required.

2.2.3 Secondary Power Control 7

The ISE provides centralized control over secondary power distribution for the space station.

The ISE controls secondary power distribution by issuing commands to open and close

switches within Remote Power Controllers (RPCs). The ISE receives commands to control

power to station ORUs.

The invocation of ORU power commands can be in response to a command from the crew,

from authorized ground controllers, and from scheduled procedures in the OSTP. Upon the

receipt of a power on or off ORU command, the ISE issues a command to open or close the

appropriate RPC.

The ISE monitors data from the RPCM describing the current RPC configuration and reports

to the crew and ground any detected state changes.

The ISE function with regard to secondary power is currently under review by NASA

and is expected to change. Many of the requirements included in earlier ISE
documentation has been reduced or eliminated in the contractor's latest versions of the

ISE FSSR.
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2.2.4 Failure Reconfiguration 8

The ISE provides a failure reconfiguration capability to respond to predefined failure

notifications that require cross-system commanding capabilities unique to a Tier I entity.

The failure reconfiguration processing performed by ISE begins with the receipt of one or

more event notifications from system or element software via DMS services. The ISE then

identifies the failure that has occurred (with a predefined failure type) and the

reconfiguration action to respond to the failure. The ISE will then initiate the identified

reconfiguration action. The actual reconfiguration action is carded out by the ISE principal

function of System Control. Individual reconfiguration actions can be inhibited or enabled

by commands from the crew or ground.

Changes to the data used by ISE to identify and respond to event notifications received from

other systems or elements can be changed by loading new reconfiguration data from the

ground. The ISE will notify the crew and the SSCC of all automatic reconfigurations

undertaken and of all reconfigurations that could not be completed.

2.2.5 Caution and Warning Suppression

When predefined Emergency, Warning, and Caution alarms are reported to the ISE, the ISE

has the ability to suppress the annunciation of subsequent Caution and Warning messages.

In this way, the ISE prevents nuisance alarms and message floods. The ISE performs the

C&W suppression function by associating a predef'med set of Caution and Warning alarms

with each Emergency, Warning or Caution alarm received. When an alarm is received that

has a predefined set of associated alarms, the ISE commands the DMS to suppress
annunciation of the alarms in the associated set. This ISE alarm suppression function is only

active with prior crew or ground authorization. This ISE function will accept new C&W

suppression criteria from the ground.

2.2.6 Caution and Warning Synthesis

The caution warning synthesis principal function of ISE synthesizes new C&W messages by

recognizing patterns of C&W messages generated by other sources. The augmentation of the

DMS capability is derived from ISE's station-wide perspective of systems, elements, and

payloads. The ISE uses the DMS STSV C&W processing service to annunciate its

As with the discussion on secondary power control in the previous paragraph, ISE failure

reconfiguration function has been significantly reduced in scope from that contained in

both previous WP-2 ISE documents and from that contained in the Level A for ISE. See
footnote 7.
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synthesizedC&W eventalarms.TheISEprovidesthecapabilityfor thecrewandgroundto
modify thecriteriaon which it basesits C&W synthesis.

2.2.7 Operational Plan and Execution Control

The ISE as the executive application of the integrated on-board avionics is the application

responsible for the execution of the OSTP. The OSTP contains the information necessary to

allow the ISE to execute automated procedures associated with scheduled activities. The ISE

gives the crew and ground controllers the capability to modify the OSTP in real time. The

ISE also allows the crew to assess any unexecuted portion of the OSTP. During an

assessment, the ISE identifies resource consumption conflicts and environmental privilege

conflicts. The ISE makes all of this data available to the crew for display and for downlink

to the SSCC. The ISE also includes the capability to compute projected start and finish time
for activities on the OSTP timeline.

The ISE uses the OSTP timeline data to control the execution of activities at scheduled

times. The ISE can terminate and resume execution of the OSTP timeline on command from

either the crew or authorized ground controllers. The ISE also provides the capability to

incorporate new versions or revisions to the OSTP based on commands from the crew or
SSCC controllers. Some activities on the station Master Activity Plan contained in the

OSTP requires crew interaction. The ISE will prompt the crew for input for those selected

activities. Normally the ISE will directly execute activities without requiring modification

from either the crew or the SSCC. In contingency operations, the ISE can be commanded to

incorporate predefined alternative activities into the OSTP on command from the crew or the

ground.

In the execution of procedures for scheduled activities, the ISE verifies that all preconditions

specified by the OSTP are satisfied prior to beginning the execution of an activity and that

all post-conditions specified by the OSTP are satisfied prior to the termination of the

activity. Pre- and post-conditions examined by the ISE include the proper interlock statuses,

the required status of all station, facility, and crew, and the proper termination status of all

prior activities necessary for the current activity to begin.

In the execution of an activity, the ISE allows the crew or SSCC to select between manual,

single step, and automatic execution modes of activities. The ISE allows the crew or the

SSCC to terminate, pause, and resume the execution of an activity. The ISE also provides
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thecapabilityto abort any currently executing activity on command from the crew or
SSCC. 9

The ISE provides the capability to the crew and the SSCC to edit the OSTP. The edit

functions included in this capability allow for the addition or deletion of an activity from the

timeline. The edit function also permits scheduled OSTP activities to be modified and it

permits the crew or ground personnel to change the start time and duration of an activity
scheduled for execution in the OSTP.

2.2.8 Payload Support

The ISE issues coordinated commands to support payload control by executing predefined

command sequences. Upon command from an authorized source, the ISE issues two

categories of payload support command sequences:

Payload secondary power control

Hazardous Payload Command and Control

The ISE will provide and remove power to a payload ORU upon command or upon detection

of a predefined event. The ISE also has the ability to execute a command sequence to

potentially hazardous payloads on command or upon detection of a predefined event.

2.2.9 Rack Control

The ISE provides for rack initialization and shutdown. The ISE coordinates secondary

power, thermal cooling, and avionics air as part of its rack control responsibilities. Upon

command from any authorized command source, the ISE will perform rack initialization or

shutdown by sending commands to control secondary power distribution, ITCS, and to
ECLSS.

2.2.10 ISE Support to JEM and APM

The ISE serves as the integrating function between station core systems, JEM subsystems,

and APM subsystems. The exact scope and role of ISE in this interface remains a subject of

international negotiations to be summarized in SSP 42001 (for APM) and SSP 42002 (for

JEM.) ISE will be capable of sending commands and receiving data as specified in section

3.6 of the above referenced documents. In addition, it is also understood that ISE (or the ISE

9 The ISE CEI does not define these terms. It is, therefore, not clear how a terminate

activity differs from an abort activity command.
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host)will beresponsiblefor providingstationhealthandstatusdatato JEM andAPM. ISE's

role in this gateway function is not yet defined. The commands listed below are those under

consideration for ISE in the current version of the ISE CEI specification.

When properly directed from an authorized source, the ISE will issue the following

commands to the JEM - Element Manager (EM):

Select the mode of the JEM and JEM subsystems

Initialize and shutdown the JEM and JEM subsystems

Power on or off JEM ORUs

Notify JEM-EM of ORU availability

Command JEM-EM to enable or inhibit JEM system and subsystem functions

Command the operations of JEM subsystem functions

Notify the JEM-EM of the telemetry data to be downlinked via S-band

When properly directed from an authorized source, the ISE will issue the following
commands to the APM - System and Mission Management (SMM) software:

Select the mode of the APM and APM subsystems

Initialize and shutdown the APM and APM subsystems

Power on or off APM ORUs

Notify the SMM software of ORU availability

Command SMM to enable or inhibit APM subsystem functions

Operate APM and APM subsystem functions

Notify the SMM software of the telemetry data to be downlinked via S-band
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SECTION 3

SUGGESTED ISE ARCHITECTURE

The current set of requirements for the ISE continue to be in a state of flux. Many aspects of

the relationship between the ISE and the Freedom integrated avionics have not been defined

or agreed upon. This is particularly true in the area of the Command and Control
architecture of the Freedom and the ISE.

The following paragraphs describe an architecture for the ISE and its relationship with the

DMS support functions and other on-board application software. The architecture described

is an extension of that contained in the current ISE design documentation. The extensions

described are presented as an example of a possible ISE implementation that encompasses

the guidelines of the ISO open system standards for the management of SSF application
software.

The purpose in developing this architecture description is to provide the ISE development

community with a tutorial example of the scope of the ISO standards and the applicability of

the standards to the practical design of the ISE software. It is not the intent of the authors to

force a design for the Freedom ISE. We offer it as an aid to help design decision makers

understand that incorporation of the ISO standards could make the final design easier to

achieve while minimizing the implementation risks and life cycle costs.

The Space Station Freedom is currently defined to have a hierarchical, distributed command

and control architecture. This architecture has as its highest level, called Tier 1, the

functions that are concerned with global, station-wide issues. All the station-wide operations

management functions take place at the Tier 1 level. The elements of Tier 1 are the crew,

the ground controllers, and the ISE. The ISE is an on-board software application that

operates in two roles: as a peer to the crew and ground controllers and as a supporting agent

to the crew and ground controllers. In this document these two roles are called the Tier 1

ISE peer and the ISE supporting agent, respectively. The ISE is considered a Tier 1 peer to

the crew and ground controllers when it executes commands either from the on-board short-

term plan (OSTP) or from stored program command procedures (SPCPs) and performs

station-wide integrating and coordinating functions. The ISE is considered a supporting

agent when it executes commands for the crew or ground and performs its integrating and

coordinating functions for the crew or the ground controllers.
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3.1 ISE as a Tier I Peer

The ISE is the on-board Tier 1 software managing application that integrates and coordinates

the execution of stored commands received via communications with the Data Management

System (DMS) standard services from the OSTP or other sources of command sequences.

As a managing peer, the ISE integrates Freedom by managing the configuration of the states

of Freedom's modes, by checking Freedom's resource constraints, and by commanding

operations invoked by discriminating Freedom's system C&W and FDIR messages. As a

managing peer, the ISE coordinates the on-board systems, crew and ground controllers by

sending commands to the on-board systems and messages to the crew and ground controllers.

As a managing peer, the ISE has its own objects that control its processes. These objects are

the highest level objects on-board Freedom. These objects contain the attributes used to

manage the scheduling of ISE behaviour, the establishment of priorities, the modes of

Freedom, the selection of OSTP elements and delta changes to the OSTP, the selection of

telemetry information, and the discrimination of Freedom system C&W and FDIR messages,

and the commanding of procedures both to change the station operational modes and to

implement failure isolation and recovery procedures.

In normal operation of Freedom, the ISE Tier I peer executes its station-wide integrating

and coordinating functions. If the ISE Tier 1 peer cannot operate because of a failure, then

the crew and ground controllers can directly command and control Freedom's systems,

elements, and payloads.

Figure 1 illustrates the operation of the ISE as a Tier 1 peer. The ISE manages the on-board

systems, elements, and payloads by sending commands to the managed system, element, or

payload. The system, elements, and payloads respond to the commands and send response

messages to the ISE. The system, elements, and payloads control the managed objects and

use DMS services by reading and writing current values of control attributes to the run-time

object database (RODB). The services performed for the systems, elements, and payloads

are Management Service Control (MSC), C&W alarm message generation, management

summary report generation of telemetry object list (TOL), access control, and the

management of the configuration.
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Figure 1. The Tier 1 Model for Commanding of the Freedom Systems, Elements, and

Payloads

3.2 ISE as a Supporting Agent for the Crew and Ground Controllers

In normal operations, ISE is a software application that is managed by the crew and ground

controllers and supports the crew in its management of the operation of the space station. In

this role, the ISE operates as a supporting agent when the crew or the ground controllers send

commands to Freedom. As a supporting agent, it responds to commands from the crew and

the ground controllers, and it performs the station-wide integrating and coordinating

functions. As a supporting agent, the ISE uses the DMS STSVs to perform the following
functions:
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Readingandupdatingthecurrentvaluesof ISE's object attribute values from the

run-time object database (RODB)

Reading operational commands from the OSTP

Reading and writing pattern recognition data for events and notifications

Providing a real-time clock reference

Providing communication service via the Network Operating System (NOS) for

sending and receiving messages

Checking the inhibit and enable access to the station's systems, elements, and

payloads

Providing caution and warning alarms and message generation and reporting to the

crew and ground controllers

Reporting of summaries of ISE objects' states and attributes (telemetry reporting)

Logging of on-board commands

Journalizing (checkpointing) of ISE system data

The crew and the ground controllers can by-pass the ISE supporting agent and send

commands to Freedom's systems, elements, and payloads. In this case, the crew or the

ground controllers perform the station-wide operations management functions and send

commands directly to Freedom's systems, elements, and payloads. The DMS STSVs detects

the received messages, updates the appropriate system attributes, and then DMS STSVs

sends the message to the appropriate system, element, or payload.

Figure 2 illustrates the ISE as a supporting agent. The crew and ground controllers with

their supporting software and hardware command the ISE to perform its managed processes.

The ISE responds to the commands from the crew or ground controllers by sending

responses to the commands. The ISE controls information objects and performs its managed

processes. The ISE uses the DMS STSVs function as any other on-board system operating

from a Standard Data Processor (SDP).
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Figure 2. The ISE as a Supporting Agent to the Crew and Ground Controllers.
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3.3 ISE Integrating and Coordinating Functions

The ISE in both of its roles as a Tier 1 peer and as a Tier 1 supporting agent provides for the

integration and coordination of station-wide functions. The integration and coordination
functions follow defined rules of behaviour to issue commands to Freedom's system,

element, and payload application software. These defined rules of behaviour are established

and enforced by the station modes described in section 2.

The ISE integrates station operations via the station and system modes by executing

commands that control the systems, elements, and payloads operations both within a given

mode and among the station modes. Each mode, system, element, and payload has a finite

set of enable or inhibit commands. Each mode, system, element, and payload has sequences

of commands that perform according to the OSTP, FDIR rules, C&W rules, test and

checkout rules, and system initialization rules.

The ISE also integrates the station by enforcing resource and environmental constraints

defined for the space station by considering the limits of each system, element, and payload

in each station mode and for each transition among the defined modes. For example,

resource constraints are limits on the combined power systems, the thermal systems, the

guidance systems, and the life support control systems. Environmental constraints are those

such as operations in or near the South Atlantic Anomaly, or operations constrained to a

microgravity or reboost environment.

Figure 3 provides a block diagram of a possible architecture for the ISE functional

applications and the relationship of those applications to the DMS, the RODB/IODB, and the

managed systems, elements, and payloads. As seen from figure 3, the architecture partitions

the ISE executive application into four functional areas: station mode manager, system

controller, station event manager, and the operations plan manager. Each of these proposed

functional areas of the ISE are discussed in detail below.

The suggested ISE architecture approach requires substantial support from the DMS

software. Some of the support needed by ISE is currently not part of the DMS design.

Therefore, the proposed ISE architecture also includes a set of management support objects
recommended for inclusion into the DMS functional suite. These objects are the Command

Sequencer and the Command Discriminator. Each of the four subfunctions of the proposed

ISE architecture makes heavy use of the Command Sequencer and the Command

Discriminator objects. The functions provided by these objects and their important

relationship to both ISE and DMS are briefly described in this section. A detailed

description of these objects is given in appendix E.
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In addition,the ISE architecture assumes that all managed applications within the station's

systems, elements, and payloads use a common set of object attributes and relationship

attributes. This commonality is essential to minimize confusion in the design of the

interfaces among ISE and the managed applications. The commonality will also aid in

reducing the amount of code to be developed to support the management function and will

also help to reduce processor loading servicing unnecessarily unique interfaces. A detailed

proposal for the common object and relationship attributes is presented in appendix F.

Both the suggested augmentations to DMS and the common object and relationship attributes

have been designed after the SMI ISO functions described in ISO/IEC 10164. As such, they

provide a consistent set of def'mitions that comply with the basic ISO reference model for the

management of open systems.

3.3.1 Station Mode Manager

A primary function of the ISE is to implement and enforce the Freedom station modes in

support of the other TIER 1 agents and when the ISE is performing its role as a TIER 1 peer.

The station Mode Manager would implement and enforce the station modes for the ISE using

integrated mode transition procedures. These procedures contain the sequence of commands

required to establish the conditions, configurations, and environment needed to perform

station mode transitions. Each system mode transition procedure performs a set of tasks that

control the DMS RODB objects to make the mode transition. After the mode transition has

been implemented, the transition procedures perform post-condition checks and report the

mode status to the crew and ground.

The station Mode Manager implements the station mode transition procedures as a result of

commands received from either the crew, from authorized flight controllers in the SSCC, or

as scheduled in the OSTP. The ISE can also implement a mode transition as part or a

predefined response to a Caution and Warning (C&W) notification or an FDIR notification.
The transition commands would be received from the ISE's Message Discrimination

function.

Upon receipt of a transition command, the station Mode Manager selects the proper station

mode transition procedure and sends an initialize action command to instantiate a Command

Sequencer object for the transition process. The Command Sequencer, using the ISE

selected transition procedure file list, performs the predefined set of precondition checks, and

then executes the command sequences to make the mode transition. In so doing, the station
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Mode Manager, using the Command Sequencer, establishes the necessary station-wide

setting of interlocks and constraints that are defined in the new mode and executes

commands to systems and elements to bring them into modes compatible with the station

mode. The ISE controlled command sequence would then perform a set of post-condition

checks to verify the success of the mode transition and notify the crew and SSCC of the new
station mode.

Aside: It is noted here that the design for the Command Sequencer object class as described

in Appendix E allows for a multiple number of command procedure files to be linked to the

sequencer at the time of initialization. This means that the pre-condition, mode transition,

and post-condition checks could each be separate command sequences, each separately

modifiable and controllable by the crew or ground. It also means that standard pre-condition

and post-condition checks could be established for all integrated mode transition procedures

and be frozen, thus providing additional assurance of deterministic behaviour for the station

as the mode transition procedures go through stages of modification.

The command inhibits and interlocks that were established by the station Mode Manager

during the mode transition process enforce the station mode. This function will not,

however, preclude the crew or the SSCC from controlling operations within a given station

mode. The station Mode Manager will notify the crew and the SSCC when a command is

attempted that is incompatible with the current station mode. The station Mode Manager

will allow the crew or authorized flight controllers to override any constraints within the

current station mode, and it will allow the crew or the SSCC to respond to emergency and

contingency conditions, regardless of the station mode.

3.3.2 ISE Event Manager

The ISE Event Manager subfunction carries out those routines necessary for ISE to respond

to station-wide events. The Event Manager includes event pattern recognition software

allowing it to compare current station-wide events with ground supplied event data and

supply a response. Station-wide events could include one or more of the following:

C&W messages processed by the DMS STSVs

System application generated FDIR notifications

Resource availability conflicts with OSTP data

Environmental resource conflicts or events

Manually input events (from crew or ground)

The ISE Event Manager, using the event discriminator object discussed below, compares the

current station state with the event combination data. This event combination data is pre-
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definedinformation in theform of tablesor files, generatedanduplinkedby theground,and
is modifiablethroughestablisheddataconfigurationmanagementprocedures.

Theeventcomparisonfunctionof theISEEventManager,usingtheeventdiscriminator,is
seento bean interrupt-drivenprocessratherthanacyclic process.WheneveraC&W
message,anFDIR notificationor manuallyinputeventis reportedto theISE, thecurrent
stationstateinformation is comparedwith thecombinationdatafor amatch. Thefirst event
type reachingtheISEwould beusedasa keyto searchtheeventcombinationdata.

For example,shouldaC&W messagereachtheISE, theEventManagerwouldexaminethe
eventcombinationdatafor thatC&W messagetype. If thesearchis successful,theISE
eventmanageris thengiventhecombinationof otherevents,which if found to alsoexist,
would causetheEventManagerto processa response.This response,identified with the
eventcombinationdata,couldbea processto generateanewC&W messagethusproviding
theISEC&W synthesisfunction,or it couldbea processthatexecutesafailure
reconfigurationthusprovidingthatISE requiredfunction.

Othereventdataexaminedby theISEEventManagerwould bederivedfrom theexecution
of theOSTP. Resourceconflicts,asdeterminedby theOSTPexecutionprocess(see3.3.4
below)by comparingavailablevs.plannedresources,couldalsobeaneventtypein the
eventcombinationdata. TheISE OSTPmanagerwouldnotify theISEEventManagerof
theresourceconflict event. Theeventcombinationdatawould besearchedfor theevent,
andif found, theassociatedresponsewouldbeexecuted.This sametypeof processwould
beusedto processenvironmentparameterviolations.

The EventManagersubfunctionis adatadrivenconcept.Theeventcombinationdataalong
with thepredefinedresponsesarepreparedon thegroundanduplinkedto theISE. Any
commandsequencesrequiredfor theresponseto adetectedeventwouldbe logically linked
to theeventcombination,butcould beuplinkedasa separatecommandsequencefile. Both
thecrewandgroundwould bepermittedto updateor modify theeventcombinationdata,
addingneweventcombinationsandrefining ordeletingexistingsets.All suchmodifications
wouldbedoneunderstrict configurationcontrolto maintainthedeterminatenatureof the
flight software.



3.3.3 ISE Systems Manager

The ISE has the Tier I responsibility of managing and controlling all application flight

software on-board. This includes application software in all systems, elements, and

payloads. The ISE Systems Manager subfunction provides the following capabilities with
respect to each on-board application:

System Initialization and Activation

Initialization - ISE connects power to DMS hardware on an avionics string. ISE

then notifies DMS SM of the ORU availability. DMS SM will then load the system
software and initialize applications.

Activation - ISE connects power to a system's ORUs. It then notifies the system of

the ORU availability. The ISE activates command inhibits, enables and interlocks.

Finally, the ISE commands the system to a predefined operational state.
System Shutdown and Deactivation

Shutdown - ISE disconnects power from DMS hardware components on an

avionics string. ISE then notifies DMS of the ORU non-availability.

Deactivation - ISE disconnects power from a system's ORUs on an avionics string

and send commands to the system application to establish a non-operational state.
System Moding

The system moding subfunction transitions system and element application

software from one system state to another. The target system or element mode is

checked for compatibility with the active station mode. ISE will also verify a pre-

defined set of initial conditions before commanding the system or element mode
transition.

System Operational Reconfiguration

The ISE system operational reconfiguration subfunction configures system and

element application hardware and software to provide redundant equipment for

time critical and safety critical station operations.
System Test and Checkout

The system test and checkout subfunction of ISE system control configures systems

and elements for system testing and checkout. The ISE will connect power to the

system and element ORUs in the test configuration and notify the systems and

elements of the ORU availability. The ISE will then command the system into a

predefined test mode by establishing the necessary command enables, inhibits, and

interlocks. The ISE can also support the system test and checkout by commanding

predefined system test command sequences containing system and element B1T and
BITE activation.

It is noted that not all of these capabilities are required or even necessary for all of the on-

board applications. Consequently, the ISE functions available vary with each application.
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In some cases, notably the JEM and APM, the required ISE system control capabilities are

the subject of international negotiations. The requirements for ISE as they are currently
understood are listed below in table 1. Exceptions to the table entries are discussed in the

table notes.

The ISE system control function is derived from the ISE capability to control the execution

of command sequences. This capability is achieved through the use of the standardized

Command Sequencer objects described briefly in paragraph 3.3.5 and in detail in appendix

E. Each of the ISE System Control subfunctions, such as system initialization, invokes the

execution of a Command Sequencer that performs the required functions. Most of these

system command sequences are expected to be relatively static in nature. As the station

configuration of systems and elements changes with time and mission builds, the system

control sequences will also require modification. With this implementation strategy, a

significant portion of the ISE system control function can be frozen. System interface code

and the user interface code, for example would not be expected to change. The individual

command sequences applicable to each of the individual systems and elements which will

change over time, can be modified, tested, and implemented without disturbing the bulk of

the ISE system control application code.

The command sequences that ISE executes in order to control the various station systems,

elements, and payloads will contain commands that perform the following types of

functions:

Power on/off system ORUs

Notify systems of ORU availability

Switch scan lists used by DMS to create downlink telemetry

Transition between system and subsystem modes

Activate command inhibits and command enables

Apply and remove interlocks

Switch MDM Input/Output Data Base (IODB) scan lists for systems located in

MDMs

Affect system operations as pre-approved

Not all of the above command types will be applicable to systems, elements and payloads

under ISE control. Other applications will have unique functions for ISE to manage. In

either case, ISE will make use of the standard Command Sequencer interface proposed as a

DMS capability in order to control these functions.

The applications identified for which ISE has control requirements are listed in table 1.

30



Table 1. ISE System Control Functions versus Freedom Systems and Elements

DMS

C&TS

EPS

Initialize/

Activate

x

x

Shutdown/

Deactivate

x

ECLSS x

GN&C/P x x

ETCS x x

x

x

Mode Operational

Reconfil[.
x

Test and

Checkout

X x X

X X X

X

X X X

x

ITCS x x

CHeCS x x x x

MSC x x x x

MTE x X X X

EVAS x x x x

RJ x x x x

SDMC x x x

!ULC/PMAS x x x

JEM xl xl x xl x

APM x2 x2 x x2

Racks x3 x3 x3

SEP x4 x4

X5 x5PES

Operational

Control

NOTES:
xl: JEM requirements for ISE identified to date do not include activation, deactivation, or test and

checkout. They do include control of secondary power which is included under operational
reconfiguration.

x2: APM requirements for ISE identifed to date do not include activation, deactivation, or test and

checkout. They do include control of secondary power which is included under operational
reconfiguration.

x3: Rack control requirements for ISE identified to date do not include activation, deactivation, mode

control, test and checkout, or operational control. They do include sending commands to SEPS,
TCS, and ECLSS which is included under initialization and shutdown.

x4: Secondary power control for ISE consists of operational control of secondary power distribution,
and reconfiguration of secondary distribution under failure conditions. No initialization,
shutdown, or moding control requirements have been identified.

x5: Payload control consists of controlling secondary power distribution to payloads and issuing
operationally hazardous commands under special conditions through the Payload Executive
Software.

--- 31



3.3.4 ISE OSTP Manager

The ISE is responsible for the control and execution of the On-Board Short Term Plan

(OSTP). The OSTP provides the necessary information that allows the ISE to execute

coordinated payload and core system activities. The ISE provides the capability to the crew

and ground to modify the OSTP. The ISE also provides the crew with an assessment

capability for all or a selected part of the unexecuted portion of the OSTP. This assessment

will identify resource consumption conflicts and environmental privilege conflicts. The ISE

makes all of this data available for display to the crew and for downlink to the SSCC.

For the purposes of this discussion of OSTP management, the following definitions are used.
It is noted that definitions for these terms have not been established by NASA, consequently

the usage given is submitted as a baseline for NASA approval.

Timeline: A time ordered set of one or more station, system, element, or payload

activities. (note: more than one activity may be active at the same time)

Activity: A time ordered set of one or more station, system, element, or payload

procedures. (note: more than one procedure may be active at the same

time)

Procedure: An ordered series of flight software command statements linked by

Boolean and branching logic expressions.

3.3.4.1 Timeline Execution

The ISE uses the time data in the OSTP to execute activities at scheduled times. The ISE

reads the OSTP master timeline and initializes Command Sequencers for each procedure

within each scheduled activity on the timeline. The ISE will also establish any necessary

scheduler relationships to control the times when the Command Sequencers are to activate

the subject command procedures. The ISE allows the crew or ground to terminate, suspend,

or resume the execution of the timeline. Upon command, the ISE will allow new versions or

revisions of the timeline to be incorporated into the OSTP and will permit the direct

execution of an activity without requiring modification to the timeline. As necessary, the

ISE will prompt the crew for selected responses as part of the execution of the timeline. The

ISE will compute projected start and finish times for activities on the OSTP timeline.

3.3.4.2 Activity Execution

The ISE, in executing an activity from the OSTP, initializes a Command Sequencer with the

procedure identifier (file name) for each procedure contained in the activity. In addition, the
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ISEwill initialize theCommandSequencerwith pre-conditionandpost-conditioncheck
procedureidentifiersascontainedin theOSTP. TheISE, throughits control of the
CommandSequencer,will allow thecrewor groundto selecttheexecutionlevel of the
activity (manual,singlestep,or automaticexecution).Oncetheexecutionof theactivity has
begun,theCommandSequencerallowstheISE to terminate,suspendor resumethe
executionprocess.

Thepre-andpost-conditionproceduresinitiatedby theISE in eachCommandSequencer
allowsthatCommandSequencerto examineactivity pre-andpost-conditionswith interlock
statuses,facility or equipmentstatuses,crewandstationstatuses,aswell asthestatusof
otheractivitieson thetimeline.

Throughtheattributechangecommandto theCommandSequencer,theISE is ableto
performsuchactionsassuspendingtheactivity executionfor aspecifiedamountof time or
to changetheexecutionstepin thecommandsequence:Manyotheroptionsareavailable.
For moredetail thereaderis referredto appendixE.

TheISEalsoprovidesthecapabilitytoedit theOSTPandto assessunexecutedsegmentsof
theOSTPtimeline. TheISE timelineeditingcapabilitiesincludetheability to add,modify
or deleteactivitieson theOSTPtimeline. Modification anddeletionof activitiesis limited
to thosenotalreadybeingexecuted.In addition,theISEcanedit thedurationof anyactivity
onthetimelineaswell aschangeits scheduledstarttime.

TheISEassessmentcapabilityallowsthecrewto examineanyunexecutedportionof the
timeline (or timelineedits)for conflictsbetweenprojectedresourceavailability and
projectedconsumption. TheISEwill alsoexaminetheunexecutedportionof thetimeline
(or timelineedits) for conflictsbetweenprojectedenvironmentalparameterdisturbancesand
privilegeswith theprojectedneedsof plannedactivities.

3.3.5 Command Sequencer and Scheduler

The ISE requires a basic command sequencing and scheduling capability. This concept is

basic to the requirement of performing any command function either as a Tier 1 peer or as a

Tier 1 support agent. It is proposed that the ability to schedule and execute a sequence of

commands or actions to affect the behaviour of all managed objects in the RODB and IODB

be added to the functions provided by the DMS. The Command Sequencer proposed would

include the capability to modify the timing of the execution of the command sequence and

the logical branching of the command sequence. The timing of individual commands would

be invoked through the scheduler function. The logical branching within a command

sequence would be invoked by the sequencer monitoring expected and predefined object

notifications invoked by an object action command.
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It is notedthatneithertheCommandSequencernor theschedulerareindependentlycalled
out by thehighlevel ISEdesigndocumentation10. Their need,however,is implied andin
factnecessaryfor the implementationof manyof theISE andFreedom capabilities. Several

requirement descriptions of the ISE and DMS functions indicate that the ISE has the

capability to implement sequences of commands. Further, the ISE documentation implies

that it has the capability to sequence its functions (OSTP implementation, TOL generation,

etc.), and discriminate timetags or other control functions based on timing information.

It is suggested that the scheduling function could use the DMS distributed timing signals to

set and maintain a local timing reference. The scheduling function could then perform a

comparison of its local timing reference to timelines and sequences of scheduled procedures

and execute commands as scheduled. It is further noted that both the sequencer and the

scheduler functions could be used by many other systems, elements, and payloads. As such,

they should be considered as candidates for inclusion into the suite of CSCIs provided by the
DMS to the entire station.

As a result of NASA's interest in the need for a remote commanding capability in an open

system's environment, MITRE has developed a proposal to the American National Standards

Institute's (ANSI) open systems interconnection management committee X3T5 that a

scheduler/sequencer be included into the SMI ISO standard functions set. The committee

has accepted this recommendation, and a draft standard is being prepared for international
consideration.

A detailed description of the Command Sequencer, as it has been proposed to the ANSI

committee and as it could be implemented to support the ISE, is given in appendix E.

3.3.6 Event Discriminator

The Event Discriminator is proposed as a standard capability to be provided as a DMS

service to perform the function of using predefined conditions to filter messages and object

notifications to provide standard predefined responses.

The ISE C&W Synthesis capability would use this Event Discriminator to filter C&W

messages and object notifications such as FDIR responses, to recognize predefined

combinations in the notifications, and to generate new C&W messages. This use of the

Event Discriminator allows the ISE to detect and report to the crew and ground predefined

10 This statement has been overcome by events in that later documentation included the
need for either UIL/ILE or TIMELINER.
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patternsof system,element,andpayloadfaultsandstation-wideproblemsthat might
otherwisegoundetected.

TheEventDiscriminatorcouldbesimilarly usedto providetheISE Failure Reconfiguration

function. A detailed description of the event discriminator as it could be implemented to

support the ISE is given in appendix E.
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SECTION 4

ISE SUPPORTING FUNCTIONS

This section describes the supporting functions that the proposed ISE architecture needs to

meet its stated requirements. Many of these functions are provided by a combination of the

DMS STSVs and the use of the RODB and IODB. The supporting functions provide the ISE

its required management capability over the station's system, element, and payload

applications. The application management support functions needed by ISE and discussed in
this section include:

Object management functions

State management functions

Attributes and objects for representing relationships

Alarm reporting function

Event reporting function

Objects and attributes of access control

Appendix B, Open Systems Management Tutorial, describes the abstract model for OSI

management. The international standard ISO/IEC 10040, The System Management

Overview, provides a standardized description of the OSI abstract model and how it relates to

aspects of management organization, management information, management functions, and

communication services. The reader may wish to read appendix B and possibly the OSI

System Management Overview before reading section 4.

In addition, the OSI system management standards also describe models for the management

of functions that are currently assigned to the DMS, but which are of great interest to ISE

and all other on-board applications. Because the OSI standard models for these functions

address so many questions being addressed by SSFP developers, they are discussed in detail

in the appendices. The standard functions discussed are listed below.

Log control function

Summarization function for telemetry selection and control

Testing function to manage on board test and check-out

Scheduling function to support on-board operations and commanding

For those readers who may not wish to read section 4, the authors suggest skipping to section

5 - Findings, Recommendations, Trade-offs, and Risks. After reading section 5, you may
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wish to read appendix B and those parts of section 4 that relate to the recommendations and
risk assessments.

4.1 Object Management Function

This section of the document describes a management function that may be used by all other

application processes in the Space Station Freedom Program.

The Object Management function is proposed to meet the requirements of the SSFP Tier 1 to

examine and change attributes of the set of managed objects that form the RODB. In

addition, SSFP Tier 1 needs the ability to initialize modules, deactivate modules, and change

attribute values of the managed objects that form the RODB and IODB. Tier 1 also needs to

be notified of changes occurring in the configuration of Freedom.

A standard object management function that provides these basic needs would form a part of

a systematic and flexible command structure. The following sections include a description

of the object management function as standardized by ISO/IEC. This object management

function meets all of the requirements of the Tier 1 components. Section 5 of this document

includes findings, recommendations, trades, and risks associated with this design of a

standard object management function.

4.1.1 Object Management Model

Each Freedom object is subject to management 11. The objects and their attributes are to be

defined in accordance with appendix D, the Flight Software Data and Object Standard, of the

DMS Architecture Control Document (ACD), (NASA, 1991 [SSP 30261]). (rhese data

standards refer to an applicable document, the Structure of Management Information (SMI),

ISO/IEC 10165.) SMI part 2 includes the support objects, attributes, and notifications

described in the international standard, ISO/IEC 10164. ISO/IEC 10164 assumes that

management information is defined according to the standard rules of SMI. (The SMI

standard is the dictionary that lists the support objects, attributes, notifications, and

behaviours. It shows how to spell in Abstract Syntax Notation One (ASN. 1) basic encoding

rules for the bits in the fields of communication concerning the standardized support

objects.) The object management function is specified by the International Organization for

Standardization (ISO) in the document, Information Processing Systems- Open System

In terconnection - System Management - Part 1: Object Management Function (ISO, 1991

11 Management: Management of the Freedom objects is the commanding and monitoring

of Freedom's systems, elements, or payloads. The RODB and IODB contains

management views of the attributes of all the managed objects.
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[10164-1]). This standardprovidescompletedetailon theobjectmanagement function and

consistently defines terms that comply with the Basic Reference Model (ISO, 1984 [7498-

1]), the Open System Management Framework (ISO, 1989 [7498-4]), the Common

Management Information Services (CMIS), (ISO, 1989 [9595]), and the Open System

Management Overview (ISO, 1991 [ 10040]).

In the concept of the management of Freedom objects, the objects are transitioned to the

initialized state (managed object created 12) and transitioned to the dormant state (managed

object deletedl3), and the values of the attributes of the objects can be changed in one or

more of the following three ways:

Local management of the resources: Object attributes can be changed through the

management of the configuration (reading and writing of attributes and

commanding of actions) of the processes in Freedom's systems, elements, and

payloads 14 which are outside of the scope of the OSI standards.

Management of the OSI communication services provided: Object attributes can be

changed through the management of the Network Operating System (NOS) that

implements the ISO (N)-layer operation and the management described in the

interface control documents (ICDs) for those OSI (N)-layers agreed upon by the
SSFP (See appendix G, DMS Communications Protocol Profiles, of the DMS

ACD, (NASA, 1991 [SSP 30261]).)

12

13

14

Creation: In the ISO/OSI management standards, the creation of objects means the

invoking or loading of the software modules. The ISO use of the word create is similar

to the concept of initialization in the DMS ACD. An OSI management creation does

NOT imply any God-like behaviour.

Deletion: Deleting managed objects in the ISO standard is the NASA concept of

transitioning to the dormant state. In the ISO standards, deletion does NOT imply the

destruction of the managed object.

Systems, elements, and payloads: The systems, elements, and payloads are managed

objects that contain other managed objects. The states of the system, element, and

payload managed objects follow the same definitions that apply to the states of their

contained objects. The collection of the state attributes values of the contained objects

provide a detailed view of the states of the contained objects in the system, element, or
payload.
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• Managementof theservicesthatmeettheISOstandards:Objectattributescanbe
changedthroughthemanagementof theDMS STSVsastheyrelateto the
managementof theISE, andtheon-boardsystems,elements,andpayloads.

Theinternationalstandard,ISO/IEC 10164-1,Clause7.1,specifiesthesethreewaysof
managingOSI managedobjectsandis, therefore,in agreementwith themanagementscheme
usedin theSSFPdesign.

Theinternationalstandard,ISO/IEC 10164-1,specifies and describes services for reporting:

• Initialization or the transition to the dormant state of managed objects

• Changes to attribute values of managed objects

The international standard, IS O/IEC 10164-1, specifies object management for commanding

as listed below. The Freedom objects use DMS STSVs for the same configuration

management functions.

• Transitioning to the initialized state (managed object creation)

• Transitioning to the dormant state (managed object deletion)

• Invoking a predefined specific behaviour of the managed objects (Actions 15 )

• Writing attribute values (commands that replace a value, remove a value, or replace

with a default value)

• Reading attribute values (commands that get a value)

• Reporting notifications (the normal responses of the managed objects as events

occur) as event reports

The object management standard maps these functions onto the underlying ISO

communications services. Specifically, it maps these functions to the ISO CMIS IS, (ISO,

1989 [9595]).

15 Actions: Actions are the commands and/or services that a managed object and its

application software can perform. The actions define the possible messages to which the

object will respond. Action commands result in object behaviour.
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In additionto usingthe ISO CMIS standard, DMS STSVs are mapped to the underlying

communications services of the Consultative Committee for Space Data System (CCSDS)

standard. DMS STSVs uses CMIS for communication to Tier 1 components and for

communications among the Freedom systems, elements, and payloads. DMS services use

the CCSDS underlying communication services for sending summary notification (TOLs).

The reader is referred to appendix G of the DMS ACD for details.

4.1.2 Object Management Generic Notification Definitions

This section describes the set of four notifications and their applicable parameters 16 and

semantics specified by the international standard ISO/IEC 10164-1.

4.1.2.1 Object Initialization Notification

ff the class of objects requires reporting of the transition to the initialized state, then that

managed object class imports a common object creation notification type. (This

notification type could be supplied by a mapping of the DMS C&W standard service.)

The notification should include the following mandatory or optional parameters l7:

The mandatory object creation notification parameter that indicates the type of
notification.

The optional parameter set consisting of a source indicator and additional

information.

16

17

Parameter of a notification: A parameter of a notification is the reported bit field that is

to be filled with an attribute value. The coding of the attribute value in the parameter is

to follow the standardized ASN. 1 transfer syntax as specified in the ISO/IEC IS 10165-2.

Optional parameters of notifications: Optional parameters of notifications are fields of

the report that may be included in the notification services if the user chooses.

Mandatory parameters must be in the notifications.
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The optional source indicator has one of the following types:

InternalResource--the notification was generated in response to an

initialization command through the internal operation of the objects (i.e.,

the systems, elements, or payloads).

LocaiOpenSystem--the notification was generated in response to an

initialization command applied across the managed object boundary but

from within the managed object (i.e., The initialization was commanded

by the ISE or the crew.).

RemoteOpenSystem--the notification was generated in response to an

initialization command initiated from a remote manager (i.e., the SSCC,

POIC, or any other system [an internal partner's control center]).

• Unknown--it was not possible to determine the source of the operation.

The additional information is provided to convey specific object class

information associated with the create notification. (For example, this

information could include the source address of the command.)

4.1.2.2 Object Transition to the Dormant State Notification

If the class of Freedom objects requires reporting of the transition to the dormant state, then

that managed object class imports a common object deletion notification type.

(This notification type could be supplied by a mapping of the DMS C&W standard service.)

The international standard specifies that the deletion notification should include the

following mandatory or optional parameters:

The mandatory object deletion notification parameter that indicates the type of

notification.

The optional parameter set consisting of a source indicator and additional

deletion data.

- The optional source indicator has the one of the following types:

• InternalResource--the notification was generated in response to a

dormant command through the internal operation of the managed objects.
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LocalOpenSystem--thenotification was generated in response to a

dormant command applied across the managed object boundary but from

within the managed system.

• RemoteOpenSystem--the notification was generated in response to a

dormant command initiated from a remote managing system.

• Unknown--it was not possible to determine the source of the operation.

- The additional deletion data is provided to convey specific object class

information associated with the delete notification.

4.1.2.3 Attribute Value Change Notification

If the class of Freedom objects requires the capability to report attribute values changed, then

that managed object class imports a common attribute value notification type. (This

notification type could be supplied by a mapping of the DMS attribute change notification

service.)

Depending upon the omission of attribute values in the telemetry object lists, it may be

important to notify the commanding Tier 1 entity of an attribute value that was commanded

to change. Examples could be as follows:

Enabling 18 access of one or more commands to a system, element, or payload

Inhibiting 19 access of one or more commands to a system, element, or payload

Replacing of the value of one or more attributes of a managed object

Changing of the value of one or more attributes to their default value(s)

18

19

Command enabling: A command enable provides the access to a device or an application

to execute commands. The removal of command inhibits provides command enabling.

Command inhibiting: A command inhibit temporarily removes from a device or

software application the ability to send, receive, or execute a command. Inhibiting the

ability to send provides access control by preventing the sending of the command.

Inhibiting the ability to receive provides access control by a decision function that blocks

the command from being delivered to the managed object. Inhibiting execution of a

command prevents the behaviour of the managed object (i.e. prevents the behaviour of

the system, element, or payload by limiting the activity of the application).
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Note thisobjectmanagementnotification typeshouldNOT be used for conveying attribute

information changes that have specific notification types defined as a part of the object

definitions provided to meet the flight software and object standard. Nor should it be used to

convey attribute information where TOLs have been defined.

4.1.2.4 Notification Parameters

The standard specifies that all notifications should include the following mandatory or

optional parameters:

The mandatory attribute change notification parameter that indicates the type of
notification.

The attribute change parameter set consisting of the mandatory attribute change

definition parameter, optionally followed by the Additional Info Parameter.

The mandatory attribute change definition parameter is a set of sequences of the following

four parameters: Attribute ID, Old Attribute Value, New Attribute Value, and Source

Indication. Each sequence of the four parameters indicates a single attribute change. The

mandatory attribute change definition parameter set contains two mandatory parameters

and two optional parameters. The elements of the attribute change definition parameter

set is as follows:

The attribute ID identifies the attribute whose value change is being reported

and is a mandatory parameter in the set.

- The old value of the attribute is an optional parameter.

The new attribute value identifies the current attribute value and is a

mandatory parameter in the set.

The optional source indicator indicates the source of the operation that

commanded the generation of the attribute change and resulted in the

generation of this notification type. The optional source indicator has one of

the following types:

InternalResource--the notification was generated in response to an

attribute change command through the internal operation of the managed
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LocalOpenSystem--the notification was generated in response to an

attribute change command applied across the managed object boundary

but from within the managed system.

• RemoteOpenSystem--the notification was generated in response to an

attribute change command initiated from a remote managing system.

• Unknown--it was not possible to determine the source of the operation.

The optional additional info data is provided to convey object class specific

information associated with the reason for the attribute value change
notification.

4.1.3 Object Management Service Definitions

The object management function will be provided by the detailed design of the DMS. The

DMS should have standard services to provide the services listed in the object management

model and object management notification sections. Examples of how DMS could map

these services to CMIS are provided in the ISO/IEC IS 10164-1. The design of the DMS

does not have to comply with that standard, but the capability of DMS will require the
functions of the standard.

4.1.4 Object Management Protocol and Abstract Syntax Definitions

The Flight Software Data and Object Standards, appendix D of the DMS ACD, calls for the

applicable document ISO/IEC 10165. This ISO/IEC standard, ISO/IEC 10165-2, defines

abstract syntax for the following notification types and their parameters:

• objectCreation

• objectDeletion

• attributeValueChange

4.2 State Management Function

This section of the document describes a management function that may be used by all other

application processes in the Space Station Freedom Program.

The State Management function is proposed to meet the requirements of the SSFP Tier 1 to

monitor and control the activities of the managed objects that form the system, elements and
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payloads. In addition,SSFPTier 1needsaconsistentsetof definitions relatedto
managementof thestatesof Freedom's systems, elements, and payloads. Tier 1 also needs

to be notified of these states of the configuration of Freedom.

In the concept of the management of Freedom managed objects, Tier 1 needs the ability to

examine and be notified of changes in state; to monitor overall operability and usage of

systems, elements, and payloads, in a consistent manner; and to control the general

availability of specific systems, elements, and payloads as a function of station modes. In

some cases, the systems, elements, and payloads will be subject to both command

constraints 20 and managed object (system, element, or payload) resource constraints 21 that

limit the availability and utilization of the objects. The attributes values related to the

resource constraints attributes are used to check and make the transitions among the states of

the objects.

The state of a managed object represents the instantaneous conditions of availability and

operability of the object and its associated systems, elements, and payloads from the point of

view of Tier 1 management. Different classes of managed objects have a variety of state

attributes that express and control aspects of the operation of their associated resources.

Nevertheless, the state can be common to a large number of systems, elements, and payloads.

For this reason, it is desirable to standardize the state management function. The

standardization of state management is to control the general availability of the systems,

elements, and payloads to make visible information about the general availability. If a

Freedom managed object (system, element, or payload) is not usable, then the states indicate

what kind of command (action) needs to be taken to make it usable.

A standard state management function that provides these basic needs would provide a

systematic and flexible command structure. The following sections include a description of

the state management function as standardized by ISO/IEC. This state management function

meets the needs of the Tier 1 components. Section 5 of this document includes findings,

20

21

Command constraints: Command constraints are sets of command inhibits to restrict and

block the listed commands from reaching or affecting a managed object.

Resource constraints: Resource constraints are attribute value limits associated with

managed objects that represents consumable resources. For example, most managed

objects have power consumed and heat generated attributes. Depending on the

operational states and power states of the managed objects and the number of managed

objects (system, element, or payload), the sums of the power consumed and heat

generated will determine the total power consumed and heat generated. The limits on the
sums or on the individual attribute values are resource constraints.
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recommendations,trades,andrisksassociatedwith thisdesignof a standardstate
managementfunction.

4.2.1 State Management Model

Each Freedom object is subject to state management. The objects and their attributes are to

be defined in accordance with appendix D, the Flight Software Data and Object Standard of

the DMS ACD, (NASA, 1991 [SSP 30261]). These data standards refer to as an applicable

document, the SMI (ISO, 1991 [10165]). SMI part 1 and part 2 use the ISO functions

described in the ISO/IEC 10164. iThe ISO/IEC 10164-2, Information Processing Systems -

Open System Interconnection - System Management - Part 2: State Management Function

specifies the state management function. This specification provides complete detail on the

state management function and consistently defines terms that comply with the basic

reference model (ISO, 1984 [7498-1]), the Open System Management Framework (ISO,

1989 [7498-4]), the CMIS (ISO, 1990 [9595]), and the Open System Management Overview
(ISO, 1991 [10040]).

The international standard lists and specifies four primary factors that affect the state of

managed objects (i.e., systems, elements, and payloads) with regard to its corresponding

availability. Not all of these factors are applicable to every managed object. These are as
follows:

Operability: Whether the managed object (system, element, or payload) is

physically installed and working.

Usage: Whether the managed object (system, element, or payload) is actively in

use at a specific instant, and if so whether or not it has spare capacity for additional

users at that instant. A managed object (system, element, or payload) is "in use"

when it has received one or more commands or requests for service that it has not

yet completed or otherwise discharged, or when some part of its capacity has been

allocated, and not yet retrieved, as a result of a previous command or service

request.

Administration: Permission to use or prohibit 22 against using the resource

imposed through management services.

22
Prohibits: The administrative permissions and prohibits are controls used to stop

commands or processes while administration (the crew or the SSCC ground controllers)

monitors the attributes of the managed objects and control the managed objects. The



Status: Statuscontainsmoredetailedinformationaboutotheraspectsof thestate
of thecorrespondingmanagedobject(system,element,or payload)thatmay affect
its operabilityandusage.Statusstatesareusedto supporttheFDIR aspectsof the
objectsin themanagedobject(system,element,or payload).

Thestateof systems,elements,andpayloadsdo notaffecttheir ability to bemanaged.

4.2.1.1 Operational State

The operability of objects within systems, elements, and payloads is described by the

operational state attribute, that has two possible values: object disabled, and object enabled.

These two state attributes are described in ISO/IEC 10164-2 clause 8.2.1. Figure 4 illustrates

the operational state diagram.

enable

disable

Figure 4. Operational State Model for Managed Objects

On the space station, some classes of managed objects (for example, firmware modules)

exhibit only a constant enable value for the operational state. When an object within

systems, elements, and payloads has no dependencies on other objects and no components

that can develop visible defects, the managed object may not exhibit the disabled operational

state. Likewise, a managed object that ceases to provide services when the managed object

(system, element, or payload) becomes inoperable does not exhibit the disabled operational

state. When a managed object (system, element, or payload) ceases to supply services, but

there is still a managed object maintaining state attributes about the object within the

managed object (system, element, or payload), then the operation state becomes disabled.

For example, if ISE is tracking the operational state of a secondary power relay when the

primary power distribution affecting the secondary power relay is switched off, the

secondary power relay is operationally disabled even if the relay switch position is normally

closed.

administrative permission and prohibits are effectively locks on the use of the managed
resources.
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It is thenaturaloperation(behaviour)of themanagedobjects(systems,elements,and
payloads)thatcausetheoperationalstatetransitionsof managedobjectsto occur;therefore,
Tier 1cannotcommandamanagedobjectto changefrom oneoperationalstateto another.
Tier 1or anyotherrequesterof informationcanonly gatherinformationaboutthe
operationalstateof amanagedobject;i.e., theoperationalstateis a read-onlyattribute.
(Notethat if amanagedobjecthasadefinedactioncommandthatresultsin anobject
behaviourthattransitionstheoperationalstate,thenreadingtheoperationalstateattribute
confirmsthattheactioncommandresultedin themanagedobjectbehaviour.)

Thus,managedobjectspecificeventsassociatedwith themanagedobject(system,element,
or payload)causespecifictransitionsfrom oneoperationalstatevalueto another. These
eventsandtransitionsaredefinedasfollows:

Object enable event: This event consists of action being taken to make the managed object

(system, element, or payload) partially or fully operational. This event can occur only if the

object of the managed object (system, element, or payload) is disabled. The object enable

event causes a transition to the object enabled state.

Object disable event: This event consists of action being taken to make the managed object

(system, element, or payload) totally inoperable. The object disable event causes a transition

to the disabled operational state.

4.2.1.2 Usage State

The usage of a managed object (system, element, or payload) is described by the usage state

attribute that has three possible values: idle, active, and busy. These states are the normal

run-time states that describe the normal run-time envelope of the systems, elements, and

payloads. These state attribute values are described further in ISO/IEC 10165-2, clause

8.1.1.2. Figure 5 illustrates the object usage state model.

On Freedom, some classes of managed objects in the systems, elements, and payloads

exhibit only a subset of the possible usage state values. The managed objects that support

only one user do not exhibit the active usage state, they are either idle or busy. The objects

that have no practical limit on the number of users do not exhibit the busy usage state (for

example the on-board local area network). The set of usage state values supported is

specifically in the managed object definitions of each individual managed object.

It is the natural operation (behaviour) of the managed object (system, element, or payload)

that causes usage state transitions to occur; therefore, Tier 1 commands cannot request a

managed object to change from one usage state to another. Tier 1 or any other managed
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object (system, element, or payload) can only gather information about the usage state of any

other managed object (system, element, or payload). The usage state is a read-only attribute.

IDLE

New user (single user)

new user

last user quit

ACTIVE

mewuser or
CD

user quit or

CI

user quit (single user object)

BUSY

f LEGEND 1

CI = Capacity Increase
D = Capacity Decrease

Figure 5. Usage State Model for Managed Objects

Specific reasons associated with the managed object (system, element, or payload) cause

transitions from one object usage state to another. These reasons and transitions are
summarized as follows:

New user transition: This consists of some user commencing to command the contained

managed objects in the system, element, or payload. This transition can occur only if the

contained managed object's operational state is object enabled and its usage state is either

idle or active. The contained managed object new user causes a transition if, after the new

user begins, the resource represented by the contained managed object in the system,

element, or payload has:

Sufficient capacity to provide for additional users, the usage state becomes or

remains active. (For example managed objects such as, queues, journalizing

services, mass storage units, recorders, C&T, Primary Power System, etc., may

have spare capacity.)

• No operating capacity to spare for additional users, the usage state becomes busy.

Object user quits transition: This transition consists of an existing user of the managed

object terminating its use. It can occur only if the managed object usage state is either active

or busy. It can result from a change of operational state from object enabled to object
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disabled. The object user quitting causes a transition if, after the user quits, the contained

managed object in the system, element, or payload has:

Existing users, the usage state becomes or remains active.

No users, then the usage state become idle.

Capacity increase transition: This transition consists of an increase in the maximum

operating capacity of the managed object. It is significant only if the managed objects usage

state is busy. The capacity increase causes a transition to the active state if the managed

object is in the busy state. Capacity increase transitions occur if attribute values representing

the capacity of the managed objects increase.

Capacity decrease transition: This transition consists of a decrease in the maximum

operating capacity of the managed object. It is significant only if the managed object's usage

is active. The capacity decrease causes a transition as follows:

If, after the transition, the managed object still has spare operating capacity, the

usage state remains active.

If, after the transition, the managed object has no spare capacity, the usage state

becomes busy.

If the managed object is in the busy state when a capacity decrease occurs, the

managed object will continue to reside in the busy state until either a capacity

increase transition or a user quit transition occurs.

4.2.1.3 Administrative State

The administration of managed objects operates independently of the operability and usage

of managed objects and is described by the administrative state attribute, which has three

values. These three values are called locked, unlocked, and shutting down and are

described further in ISO/IEC 10164-2, clause 7.1.3. Figure 6 illustrates the administrative
state model.

Some classes of managed objects exhibit only a subset of the possible administrative state

values. Some systems cannot be shut down gracefully, and hence their corresponding

managed objects do not exhibit the shutting down state. The actual subset of administrative

state values supported varies from one class of managed object to another and is specified in

each individual managed object definition. For example, commands from Tier 1 can request

a managed object to change from one administrative state to another. Tier 1 can gather
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information about the administrative state of any object of a managed object (system,

element, or payload). The administrative state is a read-only attribute and its value is the

result of the behaviour of the object, its use, and the commands from Tier 1.

UNLOCKED

DISABLED

DISABLED

ENABLED

J_I IDLE i

IDLE ]

i

E

LOCKED ( CONTROLLER USES)

ACTIVE

ENABLED

- I ACTIVE

SHUTTING DOWN

BUSY

BUSY

m

Figure 6. The Administrative State Model for Managed Objects

The specific events associated with the managed object cause specific transitions from one

administrative state value to another, depending upon the original value of the administrative

state, the specific event, and upon the number of users of the resource. These events and

transitions are summarized in the following description of events.

Unlock event: This event consists of an operation (a sequence of commands) being

performed at the managed object to unlock its process (behaviour). The event can occur

only if the managed object's administrative state is locked 23 or shutting down. It causes a

23 Locked managed objects: The administrative lock prevents user's access to the behaviour

of managed objects. The administration authority continues to have access to the
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transition to the unlocked administrative state. For example, this event would occur in the

process of affecting a change in space station mode. The unlock event could occur at the

completion of a station mode transition. The unlock event would allow the behaviour of the

managed objects to become available to the users. Only those systems, elements, and

payloads affected by the station mode would experience the unlock event.

Lock event: This event consists of an operation (a sequence of commands) being performed

at the managed object to lock its corresponding process (behaviour). The lock event causes a

transition to the locked administrative state. For example, the locked administrative state

could be used to prevent a managed object from receiving any commands from any source

other than the current space station commander. The locked administrative state is

independent from the operational and usage states and does not prevent the operation of the

managed object. Another example of the lock event would occur for all systems, elements,

and payloads affected by a station mode transition requiring the complete control of those

systems, elements, and payloads during the station mode transition.

Shut down event: This event consists of an operation (a sequence of commands) being

performed at the managed object to shut down its process (behaviour). The shut down event

can occur only if the managed object's administrative state is unlocked. For example, the

shut down event occurs during a station mode transition that requires the deactivation of

managed objects contained in the systems, elements, and payloads. It causes a state

transition if, at the time of the event, the managed object contained in the managed object

(system, element, or payload) has:

behaviour of the managed objects. If the current administration authority were a null set,

then the locked managed object externally inhibits the managed object. (See definition

of inhibits.) SSFP administrative authority consists of any authorized source. The

possible administrative authorized sources include crew, the SSCC ground controllers,

the POIC controllers, and international partner personnel.

Locked DMS objects: The DMS object lock prevents user's access to the replacement of

RODB values. The current command authority continues to have access to the

replacement of the RODB values. If the current command authority were a null set, then

the locked DMS object externally inhibits the DMS object. (See definition of inhibits.)

Notice that if all commands to an object are required to be inhibited, then one way to

implement command inhibits would be for all commands to write an enable command

attribute. This enable command attribute would need a DMS object to store the written

state of the command. A DMS object lock would then prevent any unauthorized change

in the enable command attribute, therefore, inhibiting the command.
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Existing users,theadministrativestatebecomesshutting down

No users, the administrative state becomes locked

User quits event: This event consists of an existing user of the resource terminating its use.

It can occur only if the managed object administrative state is unlocked or shutting down.

If the administrative state is unlocked, no administrative state transition occurs. If the

administrative state is shutting down, the user quit event causes a transition if, after the

event, the object in the managed object (system, element, or payload) has:

Existing users, the administrative state remains as shutting down

No users, the administrative state becomes locked

4.2.1.4 State Attribute

The state attribute is a group attribute that includes the combination of the operational state,

the usage state, and the administrative state. The state attribute is a read-only attribute. The

value depends upon the combination of the operational, usage, and administrative state

attribute each managed object supports. Changes in the value of the state attribute are not

conveyed by the attribute value change notification type. The values of the state attribute

may be included in summarization notifications (TOLs) or they may be read by a DMS

service (ACTION READ).

4.2.1.5 Status States

The status states of the station's managed objects are independent of the operability and

usage states. The status states contain more information about the administrative

constraints 24 on the object's processes (behaviour). These status state values are described

further in ISO/IEC 10164-2, clause 8.1.2. The status attribute values applicable to the
administrative constraints are as follows:

The alarmStatus attribute is a set-value and read-write. (Note: in this document, the

international method of creating object class, attribute type, and attribute value names is

used. To make a name, descriptive phases are concatenated and capital letters start each

word in the concatenation.) If applicable to and defined in the object class, it can have one

or more of the following values:

24 Administrative constraints: Administrative constraints are restrictions on the usage and

availability of managed objects. For example, administrative constraints include power

status, failure status, test status, preference status, etc.
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UnderRepair: The object is currently being repaired. When the under repair value

is present, the value of the availability status attribute is failed. The operational

state of the managed object is disabled or enabled.

AlarmOutstanding: One or more FDIR alarm messages with probable cause

indicating a fault has been reported for the managed object (system, element, or

payload) and has not been cleared. (Note alarm messages are defined in ISO/IEC

10164-4 and are described in section 4.4 of this document.) These faults may or

may not have been disabling. If the operational state is enabled, additional

attributes particular to the object class, such as built-in test results, indicate the

services that are affected and the nature of the fault.

The critical severity level indicates immediate corrective action is required. (See

section 4.4 for a discussion of OSI severity levels.)

• The major severity level indicates urgent corrective action is required.

The minor severity level indicates corrective action should be taken to prevent
serious failure.

The proceduralStatus attribute is set-valued and read-only. These attribute values help to

determine the space station procedural state. The procedural status is the run-time envelope

supporting the initialization and termination of Freedom managed objects. This includes the

initial start-up of the station, the start-up of partial assemblies, the start-up from a shut down,

the sectional start-up from a component failure, the sectional start-up from sectional

upgrades of hardware or software, the recovery from power outages, and the activation of an

off-line or standby unit as part of FDIR. It can have one or more of the following values, not
all of which are applicable to every class of managed object:

InitializationRequired: The managed object (system, element, or payload)

requires initialization before it can be available for use, and this procedure has not

been initiated. The manager (Tier 1) may be able to invoke such initialization

through an action command. The operational state is disabled.

Initializing: The managed object (system, element, or payload) requires

initialization before it can be available for use, and this procedure has been initiated

but is not yet complete. When the condition is present, the initialization required

condition is absent, since initialization has already begun. The operational state is
disabled.
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Reporting: The managed object (system, element, or payload) is in the process of

reporting (generating a notification as part of its predefined managed object

behaviour. When the condition is present, the operational state is enabled.

Terminating: The managed object (system, element, or payload) is in the process

of transiting to the dormant state. When the condition is present, the operational
state is enabled.

The availabilityStatus attribute is set-valued and read-only. The status attribute supports

the determination of the station checkout state, the station initialization state, the station

dormant state, and the station safing state. The station checkout state is the run-time

envelope supporting on-board checkout. The station dormant state is the run-time envelope

supporting low power consumption. The station sating state is the run-time envelope

supporting the safety of the crew. It can have one or more of the following values, not all of

which are applicable to every class of managed object on-board the space station:

InTest: The managed object (system, element, or payload) is undergoing a test

procedure. If the administrative state is locked or shutting down, then other users

are precluded from using the object and the control status attribute has the value

reservedForTest. Tests that do not exclude the use of the object do not require the

establishment of the reservedForTest value in the control status attribute.

Failed: The managed object (system, element, or payload) has a fault that prevents

the object from operating correctly. The failure has been detected by an internal

check, as opposed to human speculation. The operational state is object disabled.

PowerOff: The managed object (system, element, or payload) requires power to be

applied and is not powered on. For example, a standby unit that has not failed.

The operational state is disabled. PowerOn is the complement to powerOff

except that the operational state can be either object disabled or object enabled.

OffLine: The managed object (system, element, or payload) requires some

switching operation (sequence of commands) to be performed to make it available

for use. The switching operation may be manual or automatic or both. The

operational state is object disabled. (The off-line attribute could help determine

the station dormant mode. In combination with the powerOff value, the station

dormant status is determined.) OnLine is the complement to offLine.
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OffDuty: Themanagedobject(system,element,or payload) has been made

unavailable in accordance with an on-board operating plan. Some command and

control processes within the command and control structure have taken the

managed object (system, element, or payload) out of service at a scheduled time.

The operational state is object disabled. OnDuty is the complement to offDuty.

Dependency: The managed object (system, element, or payload) cannot operate

because some other resource on which it depends is disabled. For example, a

device is not accessible because its controller is powered off. The operational state

is object disabled. NotDependent is the complement to dependency.

Degraded: The managed object (system, element, or payload) has degraded in

service, such as in speed or operating capacity. Failure of test or an unacceptable
performance measurement has established that some or all services are not

functional or are degraded due to the presence of a defect, fault, or error. However,

the managed object (system, element, or payload) remains available for service,

either because some services are satisfactory or because degraded service is

preferable to no service at all. Object specific attributes may be defined to

represent further information. For example, the failure isolation and recovery

services may indicate which services are not functional. The operational state is
object enabled.

Notlnstalled: The managed object (system, element, or payload) is not installed or

is incompletely installed. For example, a plug-in module is missing or a cable is

disconnected. Installed is the complement to notlnstalled. The operational state
is disabled.

LogFull: The managed object class of log is reporting a log full condition

indicating that the managed object class instance is not available.

The controlStatus attribute is read-write and set-valued. The control status attribute is the

set of attributes that support the operations for management service controls. These

attributes are related to command inhibits, command constraints, command overrides,

interlocks, and command procedures. It can have one or more of the following values, not

all of which are applicable to every class of managed object:

SubjectToTest: The managed object (system, element, or payload) is currently
under test. The administrative state is unlocked.
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PartOfServicesLoeked: This value indicates whether a Tier 1 inhibit has

administratively restricted a particular part of a service from the users of the

managed object (system, element, or payload). Examples are command constraints,

outgoing message discriminators on FDIR reports or TOLs.

ReservedForTest: The managed object (system, element, or payload) has been

made administratively unavailable to normal users because it is undergoing a test

procedure. The administrative state is object locked.

Suspended: Service has been administratively suspended to the users of the

resource. The administrative state is locked.

Additional state change information is a parameter of the notifications that report status

attributes. Special space station attributes can be reported in this parameter. The ISO

standards name the parameter: addilionalStateChangelnfo. The SSFP override attribute

and the SSFP readOnly attribute are proposed to be included in the

additionalStateChangeInfo parameter.

Override: (The override value is not a standardized attribute of ISO/IEC 10165-2.)

This value would indicate that an override has been issued to the managed object

(system, element, or payload). The attribute value is set depending on override

events that are related to allowing the commanding of the managed object (system,

element, or payload) without regard to command constraints, object resource

constraints, or thresholds, or object behaviour constraints. The commanded object

is forced to produce a result that is contrary to the normal logic of its software

process. The override event is established through one or more of the following:

The administrative lock event which takes control of an object from its users

and allows control from another commander.

- The interactive control event of an otherwise automated process.

The commanding of an abort, of a reverse, of a change decision, or of a

reconfiguration made by a software process.

The commanding of a reversal of some barrier to command execution, such as
a command inhibit or a command constraint.

ReadOnly: Tier 1 may require the suspension of the write capabilities of the DMS

data objects or managed system (system, element, or payload) for a period of time.

For this purpose the read only value is provided to indicate that write operations by
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themanagedobject(system,element,or payload)areadministrativelyprohibited
on theDMS objects.This is acommandinhibit thatpreventsDMS ACTION
WRITE servicesonDMS objects.

Thestandbystatusattributeis usedonly if aback-uprelationshipexists. (Section4.3
includesattributedefinitionsof therelationshipattributes.)Thestandbystatusattribute
indicatesif theback-upmanagedobjectis ahot standby,acold standbyor providingservice.
Theattributeis single-valuedandread-only.Thestandbystatusattributehasthefollowing
attributevalues:

ProvidingService: The back-upresourceis providingserviceandis backingup
anotherresource.Theprovidingserviceconditionis mutuallyexclusivewith the
hotstandbyandcold standbyconditions.

HotStandby: The resource is not providing service, but is operating in synchrony

with another resource that is to be backed-up (e.g., a computer shadowing another

computer). A resource with a hot standby status will be immediately able to take

over the role of the resource to be backed-up, without the need for initialization

activity, and will contain the same information as the resource to be backed up.

The hot standby condition is mutually exclusive with the cold standby and

providing service conditions.

ColdStandby: The resource is to back-up another resource, but is not

synchronized with that resource. A resource with a cold standby status will not be

immediately able to take over the role of a resource to be backed up and will

require some initialization activity.

4.2.2 State Change Notifications

There is one ISO standardized notification type defined for reporting the change in the

values of one or more of the standardized state attributes of a managed object. The reported

change may result through either the internal operation of the managed on-board system

(system, element, or payload) or via command operations directed to the managed on-board

system (system, element, or payload). If the state attributes are included in the normal space

station TOLs from the systems and elements, then the state change notification should have a

discriminator so that it can be disabled. The advantage to using the standardized notification

is efficiency of communication bandwidth. Using the standardized notifications removes the

reporting of state variables from the TOLs. The advantage to using TOLs to report state

variables is that the SSCC has periodic updates to indicate that the states have not changed.
The standardized state change notification uses the parameters shown in table 2.
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Table 2. Parametersfor theStateChangeNotification

PARAMETER

source Indicator

notification type
event time

list of parameters corresponding to the state

attribute whose values change

old values of the operational state attribute

current values of the operational state attribute

old values of the usage state attribute

current values of the usage state attribute

old values of the administrative state attribute

current values of the administrative state attribute

old values of the alarm status attribute

current values of the alarm status attribute

old values of the procedural status attribute

current values of the procedural status attribute

old values of the availability status attribute

current values of the availability status attribute

old values of the control status attribute

current values of the control status attribute

Mandatory/Optional

/Conditional

Mandatory

Mandatory

Optional

Mandatory

Optional
Conditional

Optional

Conditional

Optional
Conditional

Optional
Conditional

Optional

Conditional

Optional

Conditional

Optional

Conditional

correlated notifications

additional text

additional state change info

current time

Optional

Optional

Optional

[ Optional

4.2.3 State Management Service Definitions

The state management function will be provided by the detail design of the DMS. The DMS

should have standard services to provide the services listed in the state management model

and state management notification sections. Examples of how DMS could map these

services to CMIS are provided in the ISO/IEC IS 10164-2. The design of the DMS does not

have to comply with ISO/IEC IS 10164-2, but the capability of DMS will require the
functions of the standard.
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4.2.4 State Management Protocol and Abstract Syntax Definitions

The Flight Software Data and Object Standards, appendix D of the DMS ACD, calls for the

applicable document ISO/IEC 10165. This ISO/IEC standard, 10165-2, defines standard

abstract syntax for the following state management attributes.

• additionalStateChangelnfo

• State

• operationalState

• oldOperationalState

• newOperationalState

• usageState

• oldUsageState

• newUsageState

• administrativeState

• oldAdministrativeState

• newAdministrativeState

• alarmStatus

• oldAlarmStatus

• newAlarmStatus

• proceduralStatus

• oldproceduralStatus

• newproceduralStatus

• availabilityStatus

• oldAvailabilityStatus

• newAvailabilityStatus

• controlStatus

• oldControlStatus

• newControlStatus

• standbyStatus

• oldStandbyStatus

• newStandbyStatus

The ISO/IEC IS 10164-2 also defines abstract syntax for the mapping the parameters of the

state change notification to the parameters of CMIS. (See ISO/IEC IS 10164-2, clause 11.).
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4.3 Attributes for Representing Relationships

This section of the document describes the relationship 25 attributes that may be used by

application processes in the Space Station Freedom Program. These relationship attributes

are proposed to meet the requirements of the SSFP Tier 1 to monitor and control station

relationships such as back-up and backed-up objects, primary and secondary objects, station

modes and system objects supporting station modes, and owner and member objects.

Freedom has such relationships and Tier 1 needs to understand any changes in such

relationships. For example, each station mode could be considered a collection of Freedom-

managed systems (system, elements, or payloads) working to a set of station mode rules.

The transitioning among these station modes would show changes in command constraints,

object resource constraints, configuration state attributes (see the state management function,

section 4.2), and rules governing the interactions among the systems, elements, and payloads.

Also, if objects within the systems, elements, and payloads are backed-up, then when the

system switches its back-up and backed-up units, Tier 1 management needs to know the

relationship has changed.

Standard attributes for representing relationships that provide these basic needs would form a

part of a systematic and flexible command structure. The following sections include

descriptions of the attributes for representing relationship standardized by ISO/IEC. These
attributes meet the needs of the Tier 1 components. Section 5 of this document includes

findings, recommendations, trades, and risks associated with this design of standard

attributes for representing relationships.

4.3.1 The Model of Attributes for Representing Relationships

Each Freedom object is subject to attributes for representing relationships. The objects and

their attributes are to be defined in accordance with appendix D, the Flight Software Data

and Object Standard of the DMS ACD, (NASA, 1991 [SSP 30261]). This data standard

refers to an applicable document, the SMI (ISO, 1991 [10165]). SMI part 2 contains the ISO

attributes used for relationships as described in ISO/IEC 10164-3, Information Processing

Systems - Open System lnterconnection - System Management - Part 3: Attributes for

25 Relationship: An OSI relationship is a set of rules that describe how the operation of one

part of a system, element, or payload affects the operation of other parts. A relationship

is said to exist among managed objects when the operations of one managed object

affects the operation of the other managed objects. For a relationship to be significant

within the context of managing the operation of Freedom, sufficient information must be

available to allow Tier 1 to identify the managed objects involved and the rules

governing their interaction.
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representing Relationships. The ISO/IEC 10164-3 standard provides more detail on the

attributes for representing relationships, and it consistently defines terms that comply with

the basic reference model (ISO, 1984 [7498]), the Open System Management Framework

(ISO, 1989 [7498-4]), the CMIS (ISO, 1990 [9595]), the Open System Management

Overview (ISO, 1991 [10040]), and the other parts of ISO/IEC 10164.

The standard ISO/IEC 10164-3 defines and explains standards for direct, indirect,

symmetric, and asymmetric relationships between two objects.

The standard also identifies three categories of relationships: containment, reciprocal, and

one-way. A containment relationship is defined in ISO/IEC 10165-1 and is used for naming

and transitioning the managed object to a dormant state. The Flight Software Data and

Object Standard of the DMS ACD, (NASA, 1991 [SSP30261]) uses the containment

relationship for the naming of Freedom's objects. ISO/IEC 10164-3 defines reciprocal

relationships as a special reciprocal binding between two managed objects that point to each

other. ISO/IEC 10164 defines the one-way relationship as a special binding that points in
one direction.

The standard defines five types of reciprocal relationships: service, peer, faUback, back-up,

and group. All of these five types could be used to describe the relationships among

Freedom's objects, systems, elements, and payloads. The service relationship is an

asymmetric relationship denoting rules of service between the first of a pair of managed

objects that is a providing service to the second object that is using the service. A peer

relationship is a symmetric relationship describing the rules of communication between pairs

of similar managed objects. The fallback relationship is an asymmetric relationship denoting

the second of a pair of managed objects (the secondary object) capable of serving as a

fallback or "the next preferred choice" to the first managed object. The back-up relationship

is an asymmetric relationship denoting the back-up rules between a pair of managed objects.

The second of a pair of managed objects (the back-up object) is providing back-up to the

first object (the backed-up object). The back-up object is in the object disabled state. The

group relationship provides the rules related to the membership of an object to a group of

objects. The group relationships are used to relate many objects from the same or different
classes to some identified functional or administrative use.

In order to manage the relationships, managed objects are instantiated with the attributes that

have values representing the rules of the relationship between the managed objects. The SMI

standard (ISO/IEC 10165-2) defines the syntax of these attributes for relationship

management. The ISO/IEC I0164-3 standard describes the semantics of these relationship

attributes. The ISO/IEC 10165-2 standard includes the following relationship attributes:
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Theprovider object attribute can be included in all objects that provide services, and it

identifies one or more managed objects acting in a service-provider role with respect to the

managed object receiving provider services. The attribute also identifies the order in which

service is provided. If the same priority is applied to more than one managed object, then

the order of priority is a local matter. The provider object attribute is set-valued and read-
write.

The user object attribute can be included in all objects that use services of other objects.

The user object attribute identifies one or more managed objects acting in a user role with

respect to the managed object. The attribute also identifies the order of user priority. If the

same priority is applied to more than one managed object, then the order of priority is a local

matter. The user object attribute is set-valued and read-write.

The peer attribute is used in a managed object definition to identify another managed object

that acts in the peer role with respect to the managed object. The peer attribute is single-

valued and read-only.

The primary attribute is used in a managed object definition to identify one or more

managed objects acting in a primary role with respect to the managed object. The attribute

also identifies the order of priority in which they act in a primary role. If the same priority is

applied to more than one managed object, then the order of priority is a local matter. The

primary attribute is set-valued and read-write.

The secondary attribute is used in a managed object definition to identify one or more

managed objects acting in a secondary role with respect to the managed object. The attribute

also identifies the order of priority in which they act in a secondary role for the defined

managed object. If the same priority is applied to more than one managed object, then the

order of priority among these managed objects is a local matter. The secondary attribute is
set-valued and read-write.

The backup object attribute can be included in defined managed objects to identify a

managed object acting in a back-up role with respect to it. The back-up object attribute is

single-valued and read-only, although its value is null if the managed object that owns the

attribute is currently active and not in need of back-up service. The back-up object attribute

forms the back-up object parameter defined in the alarm reporting function standard

(ISO/IEC 10164-4).

The backed up object attribute can be included in defined managed objects to identify a

managed object acting in a backed up role with respect to it. The backed up object attribute
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is single-valued and read-only, although its value is null if the managed object that owns the

attribute is not currently active as a back-up on behalf of any other object.

The member object attribute can be included in defined managed objects to identify one or

more managed objects acting in the member role with respect to that managed object. The

member object attribute is set-valued and read-write.

The owner object attribute can be included in defined managed objects to identify one or

more managed objects acting in the owner role with respect to that managed object. The

owner object attribute is set-valued and read-write.

The relationships attribute group comprises all of the relationship attributes of a managed

object. The identifier of this group is the same for all objects of all classes. The attribute is

set-valued and read-only. If a read service like RODB READ is made of the identifier of

this group attribute, then the set of attribute identifiers and the values of the attributes in the

attribute group are returned.

4.3.2 Notification of Changed Attributes that Represent Relationships

The relationship change notification is used to report the changes in the value of one or more

relationship attributes of a managed object. The changes are either the result of an internal

behaviour of the managed objects or as the result of management commands. The

relationship Change notification has the parameters shown in Table 3.

4.3.3 Attributes and Objects for Representing Relationships Service Definitions

The attributes and objects for representing relationships will be provided by the detail design

of the ISE. Examples of how ISE and DMS could map these attributes and objects into

communications' services to be carried by CMIS are provided in the ISO/IEC IS 10164-3.

The designs of the ISE and DMS do not have to comply with ISO/IEC IS 10164-3 but the

functions of the space station relationship management will require equivalent services and

relationship information.

4.3.4 Attributes for Representing Relationship 's Protocol and Abstract Syntax

Definitions

The attributes for representing relationships are defined and explained by the ISO/IEC IS

10164-3. The ISO/IEC IS 10165-2, defines the abstract syntax for the relationship attributes.
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Table 3. Parameter of the Changed Attributes of a Relationship Change Notification

PARAMETER

source Indicator

notification type
event time

list of parameters corresponding to the relationship

attributes whose values change are being

reported and the additional info parameter

old value of the user object attribute

current values of the user object attribute

old value of the provider object attribute

current values of the provider object attribute

old value of the peer attribute

current values of the peer attribute

old value of the primary attribute

current values of the primary attribute

old value of the secondary attribute

current values of the secondary attribute

old value of the backup object attribute

current values of the backup object attribute

old value of the backed-up object attribute

current values of the backed-up object attribute

old value of the owner attribute

current values of the owner attribute

old value of the member attribute

current values of the member attribute

Mandatory/Optional

/Conditional

Mandatory

Mandatory

Optional

Mandatory

Optional
Conditional

Optional
Conditional

Optional
Conditional

Optional
Conditional

Optional
Conditional

Optional
Conditional

Optional
Conditional

Optional

Conditional

Optional

Conditional

correlated notifications
i

additional text

additional state chan_e info

current time

Optional

Optional

Optional

Optional
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TheISO/IEC IS 10165-3 specifies the following attributes for representing relationships:

• additionallnfo

• providerObject

• userObject

• peer

• primary

• secondary

• backUpObject

• backedUpObject

• member

• owner

The ISO/IEC IS 10165-2 specifies the relationshipChangeRecord as a supporting object for

representing relationships. The relationship change record is needed to support the logging

of the relationship changes. Section 4.6 of this document describes the log control function.

4.4 Alarm Reporting Function

This section of the document describes the alarm 26 report function that may be used by the

application processes in the Space Station Freedom Program. This alarm reporting function

is proposed to meet the requirements of the SSFP Tier 1 to monitor and control C&W alarms

such as fire, smoke, pressure levels, and other threshold levels set by either Tier 1

management or a managed object (system, element, or payload). The ISE as part of Tier 1

needs to understand alarm reports 27 (notifications) and needs to have established agreements

in the form of interface control documents (ICDs) that specify the standards used to provide
the types of alarm notifications and standard meanings of the reported parameters2_. For

example, standard alarm types could be related to communications, quality of service,

26

27

28

Specified alarm: An ISO/IEC specified alarm is a notification of the form defined by the

ISO/IEC IS 10156-4 alarm function and a specific event. An alarm may or may not

represent an error.

Alarm report: An alarm report is a specific type of event report used to convey alarm
information.

Parameter of a notification: A parameter of a notification is the reported bit field that is

to be filled with an attribute value. The coding of the attribute value in the parameter is

to follow the standardized ASN. 1 transfer syntax as specified in the ISO/IEC IS 10165-2.
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equipment,environment,sating,modechanges,etc. Thesealarmtypescould beprioritized
anddiscriminatedfor actionbyTier 1managementoperations.Theidentificationand
standardizationof probablecauseinformationwouldaid theanalysisof thealarmrootcause.
Also, thecorrelationof alarmnotificationscouldrelatethealarmsandaid theresolutionof
theproblems.Theloggingof alarmsis alsoimportant,sotheidentificationand
standardizationof loggingrecordswouldaid in managingthealarms.

A standardalarmmanagementfunctionthatprovidesthesebasicneedswould form apartof
asystematicandflexible commandstructure.Thefollowing sectionsincludea description
of thealarmmanagementfunctionasstandardizedby ISO/IEC. This alarmmanagement
functionmeetsthe needsof theTier 1components.Section5 of thisdocumentincludes
findings, recommendations,trades,andrisksassociatedwith this designof astandardalarm
managementfunction.

4.4.1 The Model of the Alarm Function

Each Freedom object is provided a DMS STSV for the generation of C&W alarm

notifications. The objects with their attributes, their notifications, and the attributes to be

monitored by the DMS C&W STSV are to be defined in accordance with appendix D, the

Flight Software Data and Object Standard of the DMS ACD, (NASA, 1991 [SSP 30261]).

This data standard refers to an applicable document the SMI, (ISO, 1991 [10165]). SMI

part 2 contains the ISO attributes and objects used for alarm reporting as described in

ISO/IEC 10164-4, Information Processing Systems - Open System Interconnection - System

Management - Part 4: Alarm Reporting Function. The ISO/IEC IS 10164-4 standard

provides a standard way of reporting alarms, errors and related information. The SMI

standard (ISO, 1991 [10165]) defines syntax for the attributes, objects, and the generic
notification of the alarm function. The ISO/IEC 10164-4 standard describes attributes,

objects, and the generic notification of the alarm function. The ISO/IEC standard 10164-4

provides detail on the attributes and objects for the alarm reporting function, and it

consistently defines terms that comply with the Basic Reference Model (ISO, 1984 [7498-

1]), the Open System Management Framework (ISO, 1989 [7498-4]), the CMIS (ISO, 1990

[9595]), the Open System Management Overview (ISO, 1984 [7498-1 ]), and the other parts

of ISO/IEC 10164. In addition, the committee draft (CD) standard on workload monitoring

(ISO, 1991, [CD 10164-11]) provides a model of the thresholds used to generate alarm
notifications.

The standard model in ISO/IEC 10164-4 contains criteria for reporting the severity of the

alarms, types of alarms concerning detected faults or abnormal conditions, a way to include

correlations of alarms in notifications, a common set of types of notifications, and records

for logging alarm notifications. The standard specifies five alarm notification types and their

parameters and semantics. The standard also gives a generic set of values and guidance as to
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how theinformationconcerningthealarmcanbecategorized.In addition,thestandard
definesanalarmrecordobjectthatallowsalarmnotificationsto be loggedasspecifiedin
ISO/IEC 10164-6.

TheISO/IEC 10164-4standarddefinesa genericalarmnotification thatreportsfive generic
alarmnotification types.

Communication alarms associated with the behaviours required to convey

information from one point to another.

Quality of service alarms associated with degradation in the performance of a

service.

• Processing alarms associated with a software or processing fault.

• Equipment alarms associated with an equipment fault.

Environment alarms associated with a condition related to an enclosure in which

the equipment or managed objects reside.

The ISO/IEC I0164-4 standard defines a mandatory parameter that qualifies the probable

cause of the alarm. The standard defines and registers a set of probable causes that have

wide applicability. The standard specifies that the probable cause values are to be indicated

in the behaviour clause of the object class definition. The standard defines and explains the

following probable causes (possible Freedom applications are listed first):
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Fire
Smokedetection
Enclosuredooropen
High/low ambienttemperature
High/low humidity
Heating/coolingsystemfailure
Ventilation systemfailure
Toxic gas
High/low pressure
Powerproblem
Pumpfailure
Lossof signal
Framingerror

• Local transmissionerror •
• Remotetransmissionerror •
• Call establishmenterror •
• Degradedsignal •
• Responsetime excessive •
• Queuesizeexceeded •

Bandwidthreduced
Retransmissionrateexcessive
Thresholdcrossed
Storagecapacityproblem
Versionmismatch(Configuration
ManagementError)
Corruptdata
CPUcycleslimit exceeded
Softwareerror
Outof memory
Underlyingresourceunavailable
Timing problem
Processorproblem

Terminalproblem
Externalinterfacedeviceproblem
Datasetproblem
Multiplexer problem
Receiverfailure
Transmitterfailure
Trunkcardproblem

Thestandardspecifiesanoptionalparameterto furtherrefinetheprobablecauseof thealarm
notification. Thestandardcallsit thespecific problemsparameter.The standardsuggests
thatfurtherspecificproblemidentifiersshouldbedefinedandregisteredusingthe
registrationproceduresdefinedfor ASN.1Object Identifier valuesin ISO 8824.

Thestandardspecifiessix perceivedseveritylevelsfor conveyingtheeffectedcapabilityof
themanagedobjectassociatedwith thealarmnotification. Thestandardlists theseverity
levelsasfollows:

The cleared severity level indicates the clearing of one or more previously

reported alarms. This alarm clears all alarms reported by the managed object of the

same alarm type, probable cause, and specific problems parameter. Associated

notifications that are correlated may be cleared by using the correlated notification

parameter (listed below).
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The indeterminate severity level indicates that the effect of the problem can not
be determined.

• The critical severity level indicates that immediate corrective action is required.

• The major severity level indicates that urgent corrective action is required.

The minor severity level indicates that corrective action should be taken to prevent
serious failure.

The warning severity level indicates that diagnostic action (if necessary) and

corrective action to prevent the progression of the fault to a failure should be taken.

The standard specifies an optional backed-up object instance parameter. This parameter

has the value of the relationship attribute, backedUpObject. The use of this parameter in

conjunction with the severity parameter allows assessment of the seriousness of the reported

fault and the ability of the system as a whole to continue to provide services.

The standard specifies an optional severity trend parameter. If present, it indicates there is

one or more outstanding alarms that have not been cleared from a managed object. The

severity trend indicator has three levels:

The more severe level indicates the current alarm is of higher severity than any of

the outstanding alarms.

The no change severity level indicates the current alarm is of the same severity as

the most severe of any of the outstanding alarms.

The less severe level indicates the current alarm is of lower severity than at least

one of the outstanding alarms.

The standard specifies a required conditional threshold information parameter when the

alarm is the result of crossing an ISO threshold 29. It consists of four subparameters30:

29 Threshold: An ISO threshold is modeled as an attribute with two levels: the triggering

level and the clear level. Each of these threshold levels may be triggered on either an

increasing or decreasing gauge values. By setting the attributes of the two threshold

levels and values of the decreasing and increasing attributes, an ISO threshold can be

functionally set to have a specified hysteresis (the difference between the triggering level

and the clear level) and trigger or clear only on the first crossing in an increasing or
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The triggered threshold attribute value identifies the threshold attribute that

caused the alarm notification.

The threshold level attribute value consists of either a gauge threshold value and

the gauge hysteresis value or a counter threshold value.

• The observed value attribute value that crossed the threshold value.

The arm time attribute value is the time when the threshold experienced an object

enabled event. (For resettable counter thresholds, the object enabled event occurs

at each reset.)

The standard specifies an optional notification identifier parameter that identifies the alarm.

The correlated-notification parameter contains this parameter in future notifications. The

notification parameters are chosen to be unique across all notifications of a particular

managed object (system, element, or payload) throughout the time that correlation is

significant.

The standard specifies an optional correlated-notifications parameter that contains

subparameters to identify the set of notification identifiers and, if necessary, their associated

managed object instance names. This set is defined to be the set of all notifications with

which the alarm is correlated. The source object instance value is mandatory if the

correlated event report is from a managed object instance other than the one in which the

correlated-notification parameter appears. The correlation algorithm is accomplished by the

agent system and is not specified.

The standard specifies an optional generic state change parameter when there is a state

transition as specified in ISO/IEC IS 10164-2. This parameter has two subparameters:

30

decreasing direction. ISO/IEC IS 10165-2 specifies these threshold attributes and their

values. ISOflEC CD 10164-11, clause 7, provides the generic threshold model

description.

Subparameter: A subparameter of a notification parameter is an included bit subfield

that is to be filled with an attribute value. The coding of the attribute value in the

subparameter is to follow the standardized ASN. 1 transfer syntax as specified in the
ISO/IEC IS 10165-2.
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The generic old state parameter has the value of the object state at the time the

alarm occurred.

• The generic new state parameter has the current value of the object state.

The standard specifies an optional monitored attributes parameter that identifies one or

more attributes of the managed object and their corresponding values at the time of the

alarm. The space station managed object identifiers may specify the set of attributes that are

of interest, if any. This allows timely reporting of changing conditions prevalent at the time
of the alarm.

The standard specifies an optional proposed repair action parameter that the managed

object (system, element, or payload) can suggest. This parameter is a set of an enumerations

of possibilities specified in the object class definition.

The standard specifies an optional additional text parameter that is a free form field text

description of the alarm and the problem reported. The standard does not specify the format

or the meaning of the data content in the problem text parameter.

The standard specifies an optional additional information parameter that allows the

inclusion of a set of additional information in the alarm notification. The problem data

parameter is a series of data structures that contain three items of information: an identifier,

a significance indicator, and the problem information. The identifier subparameter has the

value of a registered object identifier that defines the data type of the information

subparameter. The significance subparameter indicates whether the receiving system must

parse the contents of the information subparameter of the alarm report. The information

subparameter carries the information about the problem.

All of the standards optional and mandatory alarm notification parameters should be
considered in the DMS C&W STSV.

4.4.2 Notifications of the Alarm Function

The alarm notification is used to report the problems of a managed object. The alarms are

either the result of internal behaviour of the managed objects or the result of management

commands. The alarm notification of the alarm function has the parameters discussed in the

modeling section of the alarm notifications. The standard specifies the five alarm function

notification types as separate alarm reporting notifications. The five specified alarm

reporting notifications are as follows:
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communicationAlarm

qualityOfServiceAlarm
processingAlarm
equipmentAlarm
environmentalAlarm

The ISO/IECIS 10164-4,clause11,mapstheparametersof thenotificationsto theCMIS
parameters.

4.4.3 Attributes and Objects for Alarm Function Service Definitions

The attributes and objects for representing relationships will be provided by the detail design

of the DMS, ISE, and the Freedom's objects (systems, elements, and payloads). The DMS
C&W STSV should have notifications to meet the needs of the SSFP. DMS STSV should

provide the notification parameters and managed objects of the standardized alarm

notification function. Examples of how DMS could map these notification parameters,

attributes, and objects into communications services to be carried by CMIS are provided in

the ISO/IEC IS 10164-4. The designs of the ISE and DMS do not have to comply with

ISO/IEC IS 10164-4 but the capability of DMS STSV will require the functions of the
standard.

4.4.4 Attributes for the Alarm Function and Abstract Syntax Definitions

The attributes for the alarm function are defined and explained by the ISO/IEC IS 10164-4.

The ISO/IEC IS 10165-2, defines the abstract syntax for the alarm function attributes.

The ISO/IEC IS 10165-3 specifies the following attributes for representing relationships:

probableCause

specifiedProblems

perceivedSeverity

backUpStatus

backUpObjectInstance

tendIndication

thresholdInfo

notificationID

correlatedNotifications

genericStateChange

monitoredAttributes
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• proposedRepairActions

• problemText

• problemData

The ISO/IEC IS 10165-2 specifies the eventLogRecord and alarm record as supporting

object for the alarm function. The event log record is needed to support the logging of the

alarms. Section 4.7 of this document includes a description of the log control function.

4.5 Event Reporting Function

This section of the document describes the event reporting function that may be used by

application processes in the Space Station Freedom Program. The event reporting function

is proposed to meet the requirements of the SSFP Tier 1 to monitor and control the

transmission of event notifications from the managed object independent of the definition of

the managed object (system, element, or payload). The ISE as part of Tier 1 needs to have a

flexible event report control service that allows systems to select which event notifications

are to be sent to particular managing systems. (For example, FDIR events to ISE, to a

ground FDIR workstation, and/or to a ground system controller's workstation.) Tier 1 needs

controls to specify the destinations to which the event notifications are to be sent. Tier 1

needs controls to suspend and resume the forwarding of or sending of the event notifications.

Tier I needs controls to modify the conditions used in reporting events. Tier 1 needs

controls to designate a back-up location to which event notifications can be sent if the

primary location is not available.

In addition, the processing of event notifications needs a flexible discriminator that filters

event notifications for specific actions. The Tier 1 components (and in particular ISE) need

controls to set and modify the selection of alarm notifications, especially the C&W alarm

notifications reported from DMS STSVs. The Tier 1 components need a discriminator that

compares the values of the C&W alarm notification parameters, and then, based on the

comparison, selects and commands a sequence of predetermined alarm actions. The Tier 1

components (and in particular ISE) need controls to set and modify the selection of FDIR

notifications that report significant failures. The Tier 1 components need a discriminator that

compares the values of the FDIR event notification parameter, and then, based on the

comparison, selects and commands a sequence of predetermined failure isolation and failure

recovery actions. The Tier 1 components (and in particular ISE) need controls to set and

modify the selection of station mode change notifications, object creation notifications,

object deletion notifications, object name change notifications, attribute value change

notifications, state change notifications, and relationship change notifications. The Tier 1

components need a discriminator that compares the values of these notifications, and then,

based on the comparison, selects and commands a sequence of predetermined ISE actions.

The ISE actions based on the information in the notifications would prepare for mode
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transitions, perform mode transitions, and maintain the station mode status. The ISE actions
would check station resource constraints and command constraints.

A standard event management function that provides these basic needs would form a part of

a systematic and flexible command structure. The following sections include descriptions of

the event management function standardized by ISO/IEC. This event management function

meets the needs of the Tier 1 components. Section 5 of this document includes findings,

recommendations, trades, and risks associated with this design of a standard event

management function.

4.5.1 The Model of the Event Reporting Function

Each Freedom object needs a DMS STSV for the control of event notifications. The objects,

systems, elements, and payloads, with their attributes and their event notifications, will send

messages to Tier 1 components. The objects, systems, elements, and payloads are to be

defined in accordance with appendix D, the Flight Software Data and Object Standard of the

DMS ACD, (NASA, 1991 [SSP 30261]). This data standard refers to an applicable

document the SMI (ISO, 1991 [10165]). SMI part 2 contains the ISO attributes and objects

used for managing event notifications as described in ISO/IEC 10164-5, Information

Processing Systems - Open System lnterconnection - System Management - Part 5: Event

Reporting Function. The ISO/IEC IS 10164-5 standard provides a standard way of managing

event reports. The SMI standard (ISO, 1991 [10165]) defines syntax for the attributes,

objects, and the generic notification of the event reporting function. The ISO/IEC 10164-5

standard describes how the attributes and objects of the event management function work

together to control event notifications. The ISO/IEC standard 10164-5 provides detail on the

attributes and objects for the event reporting function, and it consistently defines terms that

comply with the Basic Reference Model (ISO, 1984 [7498-1]), the Open System

Management Framework (ISO, 1989 [7498-4]), the CMIS (ISO, 1989 [9595], the Open

System Management Overview (ISO, 1991 [10040]), and the other parts of ISO/IEC 10164.

The standard ISOflEC 10164-5 specifies the event reporting function that serves as a generic

discriminator that filters event notification for use by management. The ISO/IEC 10164-5

standard defines a generic event notification management model. Figure 7 illustrates the OSI

event forwarding discriminator model. This model includes components for the reporting of

events to the SSCC and POIC and the on-board processing of potential event notifications.

The model also describes the message flow of event reporting function control messages

from the SSCC to the event reporting function discriminator. The model indicates that all

event notification onboard from the objects, systems, elements, and payloads are reported to

a service detecting and processing the event notifications. Conceptually these potential event

notifications are distributed to all event forwarding discriminators that are contained within

on-board DMS. The event forwarding discriminator determines which event notifications
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are to be reported to a particular destination during specified time periods. Each event

forwarding discriminator contains scheduling capability (or uses a scheduling function, see

section 4.10) to determine the interval during which event notifications will be selected for

forwarding. Each event forwarding discriminator contains a discriminator construct that

specifies the characteristics that a potential event notification must satisfy in order to be

forwarded or processed. Event notifications that pass the discriminator are sent to the

destination as soon as possible.

INotifications
iEvent Detection

_an6

_1_Processing

Local event notifications

Potential
event

reports
• EFD

Controls

Event reported

Log record entries

Responses

FD = Event Forwarding Discriminator /

ote: Local event selection and processin_ I

nnot be controlled via a remote manag_l.

Figure 7. The Event Report Management Model

The ISO/IEC 10164-5 standard specifies the following event reporting function services.

Initiation of event forwarding

Termination of event forwarding

Suspension of event forwarding

Resumption of event forwarding

Modification of event forwarding conditions

Retrieval of event forwarding conditions

The standard specifies that event notifications may be reported to the managing system, (like

the SSCC or ISE) or a third system (like the POIC). The event reporting managing function
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provides the capability for establishing a long-term event reporting relationship between the

managed system and managing systems. While the event forwarding discriminator is in the

administrative unlocked state, the reporting system forwards the event notifications to the

specified notification.

The specified event reporting function is so general that it applies equally to the transfer of a

logging notification and the transfer of summarization notifications (TOLs). The ISO/IEC

CD standard 10164-13 specifies summary notifications (TOLs) that are also controlled by

the event reporting function. The ISO/IEC standard 10164-6 specifies the logging function.

The logging function notifications are also controlled by the event reporting function. Thus

the services of initiation, termination, suspension, resumption, modification of conditions,

and the retrieval of conditions apply to logging and summarization notifications.

The standard specifies a basic superclass object to define the discriminator behaviour. The

discriminator may be defined into subclasses to specify management support object classes

that allow the control of various system management functions. The discriminator provides

for the specification of conditions that must be satisfied prior to allowing the associated

discriminator input to be processed. Some of the conditions are common to all subclasses of

the management service control discriminator, others are unique to the specific discriminator
subclass.

The conditions specified by the management service control discriminator are:

the identification of a scheduling package 31 that determines when event forwarding
will occur

the criteria for discrimination

the administrative, usage and operational state of the discriminator

those conditions specified as specific to a particular discriminator object subclass.

The ISO/IEC 10164-5 standard describes the management of discriminator objects as the

generic process that exercises control over the management operations and notification of

any other managed system. Discriminators can be created, deleted, read, and modified by

communicating with the discriminator objects. In addition, the activity of the discriminators

can be suspended and resumed by means of manipulating their administrative state.

31
Package: An OSI package is a set of optional behaviours with associated attributes that

are imported into the managed object at the time the managed object was created or

initialized. A conditional package is one of a set of packages that is selected based upon

conditional attributes supplied at the time the managed object was created or initialized.
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Thus,thestandardspecifiesthatdiscriminatorobjectscancontrolpracticallyanyotherobject
in a managedsystem. If, for example,thediscriminatoris usedasthemeansof controlling
thecommandconstraintlist, thentheoverridecommandingof theaccesscontrolobject
implementingthecommandconstraintis accomplishedwith a discriminatorsuspendor
terminateservice.

TheISO/IEC 10164-5standardspecifiesthateachdiscriminatorhasadministrative,
operational,andusagestates.Theadministrative,operational,andusagestate,and
availability statusdefinedfor thediscriminatoraresubsetsof thecorrespondingattributes
definedin ISO/IEC 10164-2(seesection4.2).

Theoperationstatesspecifiedfor thediscriminatorareenabledanddisabled. The
discriminatorprocessinputswhenenabledandtheavailability statusis not "off-duty." The
discriminatorprocessdoesnot process input when disabled.

The standard specifies the locked and unlocked attribute values of the administrative state for

the discriminator. The operation of the discriminator in the administrative state depends

upon standardized subclasses of discriminators. The managing system (a Tier 1 component)

may lock or unlock the discriminator. When the administrative state of the discriminator

changes, the discriminator generates a notification. When the state is changed from unlocked

to locked, the discriminator first processes the notification and then makes the change.

When the discriminator is changed from locked to unlocked, the discriminator first makes

the state change and then processes the notification without disrupting the reporting of a

current potential event notification.

The standard-specified discriminator generates a deletion notification indicating deletion

prior to executing a deletion command.

The standard specifies that the time when the discriminator is available (i.e.,"on-duty") can

be changed. The standard also specifies that the conditions the discriminator evaluates can

be changed. These changes are defined to occur in a way so as to not affect the processing of

the discriminator inputs being processed.

The standard specifies the operation of discriminators by the use of a discriminator construct

that is a filtering mechanism. The discriminator construct acts on the attributes of the

discriminator inputs. A discriminator construct is a set of one or more assertions about the

presence or values of attributes. If the discriminator construct involves more than one

assertion, then the assertions are grouped together using a logical operator.

The standard specifies the following test:
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• Equality
• Inequality
• Presence of attributes

• Negation of equality, inequality, or presence of attributes

• Multiple constructs using the operators:

- AND

- OR

The standard specifies the behaviour of the discriminator object. If an asserted attribute is

absent, then the discriminator evaluates as FALSE. If the discriminator construct is empty

and all other conditions (such as time) are satisfied, then the discriminator evaluates as

TRUE. If the discriminator construct evaluates to TRUE, the discriminator is in the object

unlocked and object enabled states, and the availability status in not "off-duty", then the

discriminator input passes the discriminator and will be processed further (the additional

behaviour depends upon the behaviour specified by the definition of the discriminator

subclass). If the discriminator is in the locked state or has the off-duty availability status,

then the discriminator inputs will not be processed by that discriminator.

The standard specifies the following mandatory attributes for the discriminator superclass.

• The discriminator ID identifies the instance of the discriminator object.

• The discriminator construct specifies tests on the information to be processed by

the discriminator.

• The administrative state attribute indicates the object unlocked and object locked

states.

• The operational state attribute indicates the object enabled and object disabled

states.

• The availability state attribute indicates the off-duty condition.

• The mode attribute indicates the specification of any required mode for reporting

events. (For example, some event reports may not be confirmed for a station

mode.)

The standard specifies discriminator scheduling packages, one of which may be included

within the discriminator when it is created. The scheduling packages are used to
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automaticallyswitchbetweentheir reportingperiods.To accommodatevariouslevelsof

complexity in scheduling of event reporting activity periods, three conditional schedulings

are defined for the event forwarding discriminator. One conditional package provides for

schedule reporting within a 24 hour period, the second provides for schedule reporting

within a period of a week, and the third provides capability for pointing and using a

scheduler that is external to the discriminator object. The standard specifies the attributes of

the daily and weekly scheduling packages. The attributes of the packages are IntvlsOfDay,

StartTime, StopTime, WeekMask (consisting of DayOfWeek and IntvlsOfll)ay), and the

SchedulerName.

The standard specifies the mandatory attributes of the event forwarding portion of the
discriminator:

• The destination address attribute specifies a primary single or a group address.

The backup address attribute specifies an order list of secondary single or group
addresses.

The active address attribute specifies the current active address to which the inputs

to the discriminator are being reported.

The aUomorphic list attribute 32 specifies an order list of object classes that will be

associated with an event report to be transmitted.

4.5.2 Notifications of the Event Reporting Function

The event reporting function uses event notifications to report changes in the event reporting

function. The standard specifies four event reporting function notifications. The four used

event reporting notifications are as specified by ISO/IEC 10164-1, Object Management
Function:

State change notification

Attribute value change notification

Object creation notification

32 Allomorphism: Allomorphism is the ability of a managed object that is an instance of a

given class of managed object to be managed by one or more other managed object

classes. An ordered allomorphic list is a sequence of associated objects related by

modifications in behaviour. For example, a revised managed object that operates as the

unrevised managed object is allomorphric.
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• Object deletion notification

The ISO/IEC IS 10164-1, clause 11, provides the mapping of the parameters of the

notifications to the CMIS parameters.

4.5.3 Attributes and Objects for Event Reporting Function Service Definitions

The attributes and objects for representing the event reporting function will be provided by

the detail design of the DMS, ISE and the Freedom's objects, systems, elements, and

payloads. The DMS STSV should have an event reporting function to meet the needs of the

SSFP. DMS STSV should provide the objects and attributes of the standardized event

reporting function. Examples of how DMS could provide the event reporting functions are

provided in the ISO/IEC IS 10164-5. The designs of the ISE and DMS do not have to

comply with ISO/IEC IS 10164-5 but the capability of DMS will require the functions of the

standard.

The event forwarding discriminator provides the services of creating a discriminator,
deletion of a discriminator, modifications of discriminator attributes, suspension of the

activity of the discriminator, and resumption of the discriminator activity.

The attributes for the event reporting function defined and explained by the ISO/IEC IS

10164-5. The ISO/IEC IS 10165-2, defines the abstract syntax for the event reporting

function attributes.

The ISO/IEC IS 10165-5 specifies the following attributes for the event reporting function:

• discriminatorlD

• discriminatorConstruct

• allomorphicList

• availabilityStatus

• destinationAddress

• backupAddress

• administrativeState

• operationalState

• StopTime

• StartTime

• objectClass

• mode (event modes)

• DaysOfWeek
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TheISO/IEC IS 10165-5specifiesthe eventReportRecord and

eventForwardingDiscriminator as supporting objects for the event reporting function. The

event report record is needed to support the logging of the events reports processed and sent

by the event forwarding discriminator object. Section 4.6 of this document describes the log
control function.

4.5.4 Event Function Protocol and Abstract Syntax Definitions

The ISO/IEC 10165-2 specification defines the ASN.1 value notations for all the objects and

attributes needed by the event reporting function.

4.6 Objects and Attributes for Access Control Management

This section of the document describes the objects and attributes for access control 33 that

may be used by application processes in the Space Station Freedom Program. The objects

and attributes for access control management are proposed to meet the requirements of the

SSFP Tier 1 to monitor and control command constraints and other management operations

such as controlling who should receive FDIR alarm reports and controlling security access to

payload data. The ISE as part of Tier 1 needs flexible assess control service that allows Tier

1 to monitor and control access to command constraints, notification reporting address, log
records, and the media data 34 of access control. The SSFP Tier 1 also needs the ability to

have a consistent set of definitions and actions related to management of the access control

commands that Freedom's systems, elements, and payloads receive. In cooperation with the

Freedom object management function (see section 4.1) and state management function (see

section 4.2) and the service control functions, Tier 1 needs the ability to manage the access
controls.

Each Freedom object needs a DMS STSV for access control. The objects, systems,

elements, and payloads with their attributes and their event notifications require that

unauthorized access to the applications and management information be prevented by the use

33

34

Access control: Access control is defined by ISO-7498-2 as the prevention of

unauthorized use of a resource, including the prevention of use of a resource in an
unauthorized manner.

Media data: In this document, media data is data about data. Media access control data

is the attribute values of attributes associated with access control object, e.g., security

policy rules, authorized list of controllers and commanders, list of actions related to

transitioning between station modes, etc.

83



of oneor moreaccesscontrolmechanisms.Controlof accessto stationinformationis
required(or needed)in eachof thefollowing cases:

x_

• To prevent unauthorized establishment of associations

To protect station information from unauthorized creation, deletion, modification or

disclosure by means of a commanded operation

To prevent unauthorized initiators from using command and control operations;

(i.e., to ensure that only the necessary privileges are obtained during the application

association)

To prevent management information from being transmitted to unauthorized

recipients by means of confirmed and non-confirmed event notifications.

The various levels of access control may be required. For example, different command

constraints would be applicable to different station modes. For command and control, access

restrictions must cater to the managed objects, systems, elements, and payloads; individual

attributes of managed objects, systems, elements, and payloads; individual actions of objects,

systems, elements, and payloads; and individual values of individual attributes.

Access control of Tier 1 commands require the ability to cater to any and all of the security
policies 35, security service, and mechanism applicable to access control. And in order to

facilitate and access the control information for Tier 1, it is desirable that access control

intbrmation be modeled as managed objects so that all the other object oriented services can

be applied to the access control objects.

Thus, Tier 1 needs a flexible access control service that allows selection of access control

information 36. Tier 1 needs the ability to modify the criteria used in allowing access control

to any protected entity 37. Tier 1 needs the ability to determine whether the access controls

35

36

37

Security policy: Security policy is defined in ISO 7498-2 as the set of criteria for the

provisions of security services.

Access control information: Access control inlbrmation (ACI) is any information that is

used for access control purposes.

Protected entity: A protected entity is a set of one or more items that are protected by the

same access restrictions. An item may be a software application process, a set of
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weremodified. Tier 1needsamechanismto control thetime duringwhich accessoccurs,
(for example,suspendingspecificaccessduringselectedstationmodes).Tier 1needsthe
ability to retrieveanddeleteselectedaccesscontrolpolicies38. And Tier 1 needs the ability

to initialize and enable access control object (create) and shutdown, terminate, and make

dormant (delete) access control objects.

Standard access control objects and attributes that provide these basic needs would form a

part of a systematic and flexible command structure. The following sections include

descriptions of the objects and attributes for access control proposed for standardization by

the committee draft, ISO/IEC 10164-9. These objects and attributes for access control meets

the needs of the Tier 1 components. Section 5 of this document includes trades, issues, and

risks associated with supplying a DMS STSV with this design of objects and attributes for

access control.

4.6.1 The Model of the Objects and Attributes for Access Control

The objects, systems, elements, and payloads are to be defined in accordance with appendix

D, the Flight Software Data and Object Standard of the DMS ACD, (NASA, 1991

[SSP30261]). This data standard refers to an applicable document, the SMI, ISO/IEC 10165.

SMI part 2 will contain the ISO attributes and objects used for managing access control

when ISO/IEC 10164-9, Information Processing Systems - Open System lnterconnection -

System Management - Part 9: Objects and Attributes for Access Control, becomes an

international standard. The model of the access control objects has become very stable, only

the number and types of access control attributes are changing. The basic attributes are

unlikely to change, and besides only basic attributes are needed for Freedom access controls.

Currently the committee draft, ISO/IEC CD 10164-9, defines syntax for the attributes,

38

attributes controlled by an application process, or a set of values of a single attribute

controlled by an application process.

Access control policy: An access control policy is an aspect of the security policy that is

specific to access control. For Tier 1, an access control policy specifies the condition in

which security services and mechanisms are used to control access to station information.

A SSFP access control policy is a coherent set of rules imposed within the Security

domain of the station by the station security authority. A managed object may be in

multiple security domains if some aspects of the managed object are under the

jurisdiction of different security polices. When a managed object exists in multiple

security domains, the enforced access control policy is the one that corresponds to the

policy in which the access request originated. By definition, therefore, the initiator and

target in any management exchange are governed by the same access control policy.
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objectsandthegenericnotificationof theobjectsandattributesfor accesscontrol. The
ISO/IEC 10164-9committeedraftdescribeshow thediscriminatorconstructof theevent
managementfunctionwork togetherto providetheobjectsandattributesfor accesscontrol.
TheISO/IECcommitteedraft 10164-9alsoconsistentlydefinestermsthatcomply with the
Basic Reference Model (ISO, 1984 [7498-1]), the Open System Management Framework

(ISO, 1989 [7498-4]), the CMIS (ISO, 1990 [9595]), the Open System Management

Overv&w (ISO, 1991 [10040]), and the other parts of ISO/IEC 10164.

The committee draft ISO/IEC 10164-9 specifies the objects and attributes for access control

services for two generic functions: the first function is an access enforcement function

(AEF), and the second is an access control decision function (ADF). Figure 8 illustrates the

basic access control model. This generic model is based upon the access control model

defined in ISO/IEC 10181-3. Authentication of the Tier 1 components is not a part of access

control and is outside the scope of 10164-9, but the access control procedures defined in the

committee draft assume the use of authentication procedures at the appropriate time.

The committee draft specifies that the information used for access control decision is called

access control information (ACI). The committee draft specifies five descriptive terms to

explain the uses of the ACI. The draft also specifies three access control policy conditions

and three classifications of access control rules. Figure 8 illustrates the five uses of ACI.
The five descriptive terms are:

The contextual information is ACI associated with context (e.g., time of day,

resource constraints, station mode constraints)

The InitiatorADD is ACI provided by or associated with the initiator39(the crew

[e.g., commander], SSCC [e.g., a workstation function or ground controller] or

POIC [e.g., a payload controller or principle investigator] of a request. This

information may be conveyed in the access control parameter of the CMIS user

information during association establishment, in the access control parameter of the

CMIS user information during management operations, or may be preassigned by

39 Initiator: An initiator is the entity that makes the management request for action or
information.
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thesecuritydomainauthority. Oneform of the initiatorADD is theaccesscontrol
certificate40 (ACC).

The DataADD is ACI associated with the attributes of managed objects.

The RetainedACl is ACI associated with an initiator. It is retained by the ADF.

RetainedACI is used by the ADF to evaluate access privileges whenever a

management operation does not contain an ACC.

The PolicyACl is ACI representing the access control policy and relationships in

effect within the security domain. PolicyACI is subdivided into two categories:

the ACI identifying the protection access control rules

the ACI associated with particular targets 41. (This information is represented

by managed objects. Target objects may contain permitted or inhibited

operations lists that are sets of commands.)

40

41

Access control certificate (ACC): An access control certificate (ACC) is ACI used to

specify the access control parameter used with CMIS. The specification of an access

control policy may include the definitions of this ACI. For example, ACC may contain:

the identity of the security domain (e.g, the station, a bank) and the security domain

authority (e.g., the SSCC, a bank office)

the ACI required by access control policy. This information may be one or more of

the initiator capabilities (e.g., a system controller, a checking account customer who

can deposit and withdraw cash), initiator name (e.g., current commander's name,

the personal identification number) or security labels (e.g., crew member

certification, ordinary or gold card user).

the time the ACI becomes valid

the time the ACI was created

the integrity check information (e.g., what command constraints are or are not

allowed, how big a transaction is allowed)

Target: A target is the entity to which the access request is addressed. (For example,

targets are the objects, systems, elements, and payloads that are commanded).
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Figure 8. The Generic Access Control Model

The three access control policies represented by the PolicyACI are:

Access control lists 42

Capabilities 43

Security labeling 44

42 Access control list: Access control lists are defined by ISO/IEC 10181-3 as a mechanism

that is used by an identity-based access control policy to specify lists of initiators who

may or may not have access.

43

44

Capability: Access control capability in terms of the access control framework is defined

by ISO/IEC 10181-3 as a mechanism used by a capability-based access control policy to

specify lists of capabilities that may or may not have access.

Security label: A security label in terms of the access control framework is defined by

ISO/IEC 10181-3 as a mechanism used by a label-based access control policy to specify

lists of security clearances that may or may not have access.
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The threeclassificationsof accesscontrol rulesrepresentedby thePolicy ACI are:

Global rulesgrantor denyaccessin preferenceto all otheraccesscontrolrules
Itemrulesgrantor denyaccessif nodefaultrule applies
Defaultrulesgrantor denyaccessif nootherrule applies

Themodel to controlaccessof amanagementassociationhasthefollowing behaviourin the
AEF andADF (seefigure 9).

First theAEF detectstheaccesscontrol parameterof theCMIS andsendsthe
containedInitiatorADD to theADF. ThenAEFreceivestheaccessdecisionfrom
theADF andsendstheassociationresponserelatedto theaccessdecisionandan
associationresponsepolicy.

Syste_

. ACI

AEF SysteJ

q

I

AEF

t
ADF

FD = Event Forwarding Discriminator 1

EF = Access Control Enforcement Function
DF = Access Control Decision Function
CI = Access Control Information

E = Assoication Element

Figure 9. Access Control During Association Establishment
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TheADF evaluatestheinitiatorADD accordingto thePolicyACI, to establishif an
associationis allowed. TheADF sendstheassociationaccessdecisionto theAEF.

Themodel to control accessof a management operations has the following behaviour in the

AEF and ADF (see figure 10).

First the AEF detects the access control parameter of each of the CMIS

management request (Tier 1 commands) and sends the contained InitiatorADD to
the ADF. Then AEF receives the access decision from the ADF and either sends

access denial responses to Tier 1, or passes the commands to the managed object

(system, element, or payload).

Tier 1

Compontent
Operation ACCESS CONTROL Operation Managed

ENFORCEMENT Object
FUNCTION

(AEF)

Action , ; _ Decision

ACCESS CONTROL
DECISION FUNCTION

(ADF')

CI = Access Control Information

Retained ACI

Figure 10. Access Control During Management Operations

The ADF evaluates the initiatorADD according to the PolicyACI, Target ACI,

RetainedACI, DataADD, and contextual information. The ADF sends the

management request (Tier 1 commands) access decision to the AEF.

The committee draft specifies a model for notification access policy. This model places the

access controls on the reporting of the notification. The ADF uses notification access policy

information to control the dissemination of management notifications (see figure 11).
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Figure 11 Management Notifications with Applied Access Controls

The committee draft specifies the following three managed objects for access control:

• Access control policy

• Targets

• Authorized initiators

The access control policy managed object has the following characteristics:

• It has attributes which define the access control policy rules for association,

managed operations, and notifications.

• It has an attribute to identify the security domain.

* It has an attribute to identify the security domain authority.

• It has attributes to provide the validity information, for example, the period in
which access is valid.

• It has attributes to provide the object protection information.

• It contains both the targets and authorized initiator managed objects.
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Thetargets managedobjecthasthefollowing characteristics:

• It hasattributesto selectsetsof managedobjectsby nameor filtering.

• It hasattributesthatidentify theoperationsperformedon thosesetsof managed
objects.

• It hasattributesthatlists theauthorizedinitiatorsthatusetheidentified operations.

Theauthorized initiator managedobjecthasthefollowing characteristics:

• It hasattributesto list thecapabilitiesof initiators.
• It hasattributesto detectandmatchto asecuritylabelof the initiators.
• It hasattributesto identify featuresof the initiators.

Thecommitteedraft specifiesthefollowing accesscontrolattributes:

• Theaccess control list attribute is used to identify a list of initiators.

• The access control policy object name attribute identifies the name of the access

control policy managed object.

• The association access policy attribute specifies a set of association access control
rules.

• The authentication information attribute specifies the authentication requirements

applied to association initiators.

• The authorized initiator object name attribute identifies the name of the initiator

managed object.

• The capability attribute specifies the capability of initiators.

• The cryptographic algorithm attribute defines the algorithm used to encode the

access control information in a certificate.

• The cryptographic checksum attribute has the value of a checksum of all the

information in an access control certificate.
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The initiator list attribute lists the authorized initiator managed objects.

The notification access policy attribute specifies the access control policy rules to

be applied by the notification access control mechanism.

The object access policy attribute specifies the access policy rules applied to

managed objects.

The object list specifies the set of managed objects specified by the selected object

attribute.

The operation attribute specifies the set operations that may be performed by the

authorized initiator on a set of managed objects. (For example, a set of commands

that can be enabled or inhibited on a managed object [system, element, or

payload].)

The security domain attribute names the security domain and identifies the

security domain authority. It may also contain the signature 45 of the security

domain authority to provide assurance that the integrity of this information has not

been compromised.

The security label attribute specifies the security label applied to elements of

management information.

The selected objects attribute specifies the selection of managed objects to which

the access controls are applied.

The target list attribute specifies a list of target managed objects.

The targets object name identifies the target managed object.

The time of creation attribute specifies the time the access control information was
created.

45 Signature: A signature is defined by ISO 7498-2 as data appended to, or a cryptographic

transformation of a data unit that allows a recipient of the data unit to prove the source

and integrity of the data unit and protects against forgery, for example, by the recipient.



Thevalid from attribute specifies the time at which the access control information

becomes valid.

The valid until attribute specifies the time at which the access control information

no longer applies.

4.6.2 Notifications of the Objects and Attributes for Access Control

The objects and attributes for access control uses event notifications to report changes in the

objects and attributes for access control. The committee draft specifies six access control

notifications. The first three used notifications are as specified by ISO/IEC 10164-1, Object

Management Function. The last three are specified by the ISO/IEC 10164-7, Security Alarm

Reporting Function.

Attribute value change notification

Create notification

Delete notification

Security service or mechanism violation

Operational violation

Time domain violation

The ISO/IEC IS 10164-1, clause 11, and ISO/IEC 10164-7, clause 11, provide the mapping

of the parameters of the notifications to the CMIS parameters.

4.6.3 Attributes and Objects for Objects and Attributes for Access Control Service

Definitions

The attributes and objects for representing the objects and attributes for access control will

be provided by the detail design of the DMS, ISE and the Freedom's objects, systems,

elements, and payloads. The DMS STSV should have an objects and attributes for access

control to meet the needs of the SSFP. DMS STSV should provide the objects and attribute

of the standardized objects and attributes for access control. Examples of how DMS could

provide the objects and attributes for access controls are provided in the ISO/IEC CD 10164-

9 and ISO/IEC IS 10164-7. The designs of the ISE and DMS do not have to comply with

ISO/IEC CD 10164-9 or ISO/IEC IS 10164-7 but the capability of DMS will require the
functions of the standard.
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Theattributesfor theobjectsandattributesfor accesscontrol aredefinedandexplainedby
theISO/IEC CD 10164-9.TheISO/IECCD 10165-9specifiesthefollowing attributesfor
theaccesscontrol:

AccessControlList
AccessControlPolicyObjectName
AssociationAccessPolicy
Authenticationlnformation
AuthorizedlnitiatorObjectName
Capability
CryptographicAlgorithm
CryptographicChecksum
InitiatorList
NotificationAccessPolicy
ObjectAccessPolicy
ObjectList
Operation
SecurityDomain
SecurityLabel
SelectedObjects
TargetList
TargetsObjectName
TimeOfCreation
ValidFrom
ValidUntil

TheISO/IEC 10164-9committeedraft doesNOT specify service for manipulation of the

access control managed object class.

4.6.4 Protocol and Abstract Syntax Definitions of Objects and Attributes for Access

Control

The ISO/IEC 10165-9 committee draft defines the ASN. 1 value notations for all the objects

and attributes needed by the objects and attributes for access control. These abstract syntax
definitions will move to ISO/IEC 10165-2 when ISO/IEC 10164-9 becomes an international

standard.
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SECTION 5

FINDINGS, RECOMMENDATIONS, TRADE-OFFS, AND RISKS

This document has researched and summarized the current documented requirements for the

ISE. A strawman architecture for ISE was then developed to investigate the concept of

using the ISO open system management standards in the design of the ISE and to determine

the effect on the necessary support functions provided by the DMS. This section of the

document presents a summary of the findings and recommendations concerning the ISE

requirements. It then provides a discussion of the trade-offs associated with establishing

implementor agreements for the adoption of ISO/IEC ISO management standards related to
the ten support functions discussed in section 4 of this document. Included in this discussion

is MITRE's assessment of the risk in adopting each of the ten management standards for
guiding the design of the ISE and DMS.

5.1 Findings and Recommendations Concerning the ISE Requirements

As stated in sections 2, 3 and 4 of this document, the ISE requirements are in need of

clarification and expansion into detail specifications. The following paragraphs include

MITRE's findings concerning the areas that need improvement.

5.1.1 Findings

Overall assessment -- Current documentation for the ISE in combination with DMS services

indicates that NASA will eventually be provided a design that meets most of the intent of the

OSI standards. The design shows considerable software modularity, the use of application

standard services, and the definition of standard application object classes which may help in

overall reduction of the life-cycle costs for the program. There are however, significant

differences and departures from the OSI standards that, if left unchanged, will not be

compatible with future OSI compliant commercial-off-the-shelf (COTS) software products.

On-board Integration by ISE -- The integration on-board that ISE can perform is minimal

(no/limited resource monitoring, no on-board models, predefined command sequences).

As currently defined by the program, the station and system mode definitions are

often overlapping in scope and inconsistent in content. Just as significant, the

operational concept for modes is not clearly delineated among the developers, so

NASA's intent is not showing up in the system and subsystem designs. The mode

concept, which could be a strong aid to integrated operations and safety, is in

danger of disappearing as a requirement due to the lack of NASA direction.
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In all documentation reviewed, there was no clear delineation of management

requirements among the ISE, DMS, Crew, and SSCC. While it was clear how the

management would be conducted, who had the authority and responsibility for

operations management of on-board systems, elements, and payloads was not

explicit. For example, it is not clear who controls and manages logging,

journalizing, scan list, and TOL selection.

There was not a consistent set of requirements concerning the management of

station resources. Some documents require resource management, while recent

"verbal reports" indicate resources are not monitored onboard. No models of

systems are used onboard, so how resource constraints would affect behaviour of

the station is unknown to the on-board systems.

Not all commands go to the ISE, so the ISE will have a difficult job of integrating

the on-board systems. The ISE is limited to executing predefined sequences, for

only a limited number of detected on-board configurations.

There was not a clear definition of the integrating operating requirements as a

function of mission build assembly sequence.

The concept of ISE performing configuration management for the station has been

dropped or significantly reduced from the Level A to WP-2 documentation. NASA

needs to clearly define its requirements in this area.

ISE performance requirements -- In all current documentation for ISE there is a

significant lack of information regarding NASA's requirements on ISE performance. ISE,

as with the rest of the station's application software, will function in an open system of

distributed processors supporting multiple users and tasks. It is poor engineering practice to

leave important numbers (such as minimum timing response required for finding, and

loading command sequences not in active memory) undefined and not testable.

ISE as a managing enlity--The management responsibilities of ISE as an executive are

confused by the role of managing the TOLs and the secondary power system.

There is no value added by ISE when controlling TOLs. TOLs are just another set

of objects to manage (part of system control).
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There is no value added by ISE when controlling or monitoring secondary power

(part of system control).

ISE functions as notification discriminator and a Command Sequencer--The primary

functions of ISE are to perform as an integrator of station commands for the SSCC and the

POIC. To perform this function, the ISE needs basic function capabilities that are not

included in the requirement documents. As was discussed in section 3, these capabilities

could be used by many station applications, and as such, they should be commonly available

through DMS application services. The basic functions are listed as follows:

ISE requires a scheduler and Command Sequencer.

ISE requires a notification discriminator.

ISE requires a command discriminator that can issue commands or augmented

notifications.

The sequencing of commands is covered through requirements placed on executing the

OSTP. However, the execution of the OSTP is based on a capability to execute a user's

language. The execution of a user's language is not necessary for the execution of a

sequence of stored commands. Requirements should be written to include instances of

simple sequencers that send stored commands on a schedule. The requirement needs to

indicate that the ISE, SSCC, and the POIC need this capability.

The discrimination of notifications and issuing of commands or augmented notifications is a

primary of the function of the ISE. It must be able to compare C&W notifications and FDIR

notifications to stored patterns and then start the predefined scheduler and Command

Sequencer. The requirements need to indicate how the SSCC and the POIC could manage

the discriminator(s).

In addition, while the requirements for failure detection, isolation, and recovery (FDIR) are

in the NASA requirement documents, no clear set of requirements relates to the test

environment and how test management is to be conducted.

Terminology and object definition problems--Conflicts in technical concepts are made

worse by inconsistent definitions and terminology. Further, the SSFP has not specified or

enforced a way to collect object oriented paradigm information for the program.

From the beginning of MITRE's involvement in this area, we have recognized that the

design and development community has been plagued with a limited set of terminology.

This problem has been worsened by the almost continual state of redesign and restructuring
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of therequirements.Definition of terminologywithin theprogramis constantlychanging,
andtheintroductionof newterminologyhasled to manyinterpretationsof theold phrases.
Nowhereis thisproblemmoreacutethanin thesubjectareaof objectorientedprogramming
andin theuseof its terminology.This documentincludesappendixA thatlists all the
terminologydiscoveredduring theassessmentof ISE.

While theWork Package2 teamis implementingrequirementsandprovidingDMS services,
the lackof asetof programstandardsaddressingrequirementsfor themanagementof
objects,themanagementof objectstate,themanagementof objectrelationships,the
managementof alarmmessages,themanagementof systemeventnotifications,the
managementof telemetry,themanagementof accesscontrols,andthemanagementof
testingis going to resultin amixedimplementationof systems,elements,andpayloads.The
programneedsto adoptasetof standardsthatwill provideanarchitecturefor theoperations
managementof thespacestation. An adoptedsetof objectmanagementstandardscould
drasticallyreducethecostof operationsandthesustainingengineeringrequiredfor
Freedom.

5.1.2 Recommendations

Requirement clarifications -- modify the ISE and DMS requirements to make them more

explicit. Rewrite the requirements to add the following basic functions:

Add requirements for a Command Sequencer, a Command Discriminator, and

a scheduler

Add reqmrements for a notification and event discriminator

Add reqmrements to establish ISE's performance characteristics

Add requirements to clarify ISE's resource management responsibilities

Add requirements to clarify ISE's configuration management responsibilities

Add reqmrements to clarify who has management responsibilities for

journalizing, attribute scan list selection, and telemetry object list selection

Terminology and object definitions -- To help eliminate the confusion problems related

to terminology and definitions:

Establish and publish a single SSFP-wide list of definitions

Adopt as SSFP standards the ISOflEC International Standards on OSI

Management

Establish as soon as possible a registration authority (configuration

management) for SSFP managed objects and data objects

x_a
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5.2 Trade-offs and Risks in Adopting ISO/IEC Standards

As stated in the subsections of section 4 of this document, the ISO/IEC OSI management

standards provide the needed functions and, in some cases, provide more capability than

Freedom needs. This section lists trades and risks associated with adopting each of the
ISO/IEC standards.

5.2.1 Object Management

All of the object management standards ISO/IEC 10164-1 could be adopted by the space

program for use onboard and on the ground. However, the object management attribute

value change notification type should NOT be used for conveying attribute information

changes that have either specific notification types defined as a part of the object definitions

provided to meet the flight software and object standard, or have TOLs defined to

periodically report system, element, and payload attribute values.

The risk in using the object management attribute change notification is that the change

could be reported more than one way (If the attribute is time critical or safety related, then

this may be desirable, otherwise the double reporting is a waste of communication
resources).

The risk of adopting ISO/IEC 10164-1 is minimum. It is an international standard.

5.2.2 State Management

The entire state management model of ISO/IEC IS 10164-2 is applicable to the configuration

management of the on-board managed object. This standard model would provide the

definitions and terminology needed to clarify the meaning of operational configuration

management.

There is one standardized state management notification that reports the standardized state

attribute changes of a managed object. The reported changes result through either the

internal operation of the managed object (system, element, or payload) or via command

operations directed to the managed object (system, element, or payload). If the state

attributes are included in the normal space station summarization notifications (TOLs) from

the systems and elements, then an event forwarding discriminator should be specified to

control the forwarding of slate change notifications (see Event Management, section 4.5).

The advantages of using the standardized notification are the efficiency of the

communications' bandwidth and the control of the notifications using event notification

forwarding discriminators. Using standardized notifications removes the reporting of state
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variables from the TOLs. The advantage to using TOLs to report state variables is that the

SSCC has periodic updates to indicate that the states have not changed.

The risk of adopting this ISO/IEC 10164-2 is minimum. It is an international standard.

5.2.3 Attributes Representing Relationship Management

Attributes representing relationships allow managers to control the interactions among two or

more systems. Appendix E, section 4, suggests the application of relationship attributes for

integration of station modes, system modes, secondary power distribution, and system
function inhibits. The relationship attributes discussed in Appendix E.4 are based on

International Standards (ISO/IEC 10164-3).

The risk of adopting this ISO/IEC 10164-3 is minimum. It is an international standard.

5.2.4 Alarm Management

There are five ISO standardized alarm notification types used to report the problems of a

managed object. The alarms are either the result of an internal behaviour of the managed

objects or as the result of management commands. The alarm notification of the alarm

function has the parameters discussed in the modeling section 4.4.1 of the alarm management

function. The standard specifies the five alarm function notification types as separate alarms

reporting notifications. The five specified alarm reporting notifications are as follows:

CommunicationAlarm

QualityOfServiceAlarm

ProcessingAlarm

EquipmentAlarm

EnvironmentalAlarm

These five types of alarms along with their severity attributes could be used by Tier 1

components to classify, select testing sequences, or select recovery tactics.

When and if the ISO/IEC IS 10164-4 for C&W alarm classification is used, then agreements

on the use of optional fields and subfields of the notifications require careful selection. For

example, the optional proposed repair action parameter may be more costly than it is worth.

MITRE suggests the optional problem data parameter be used to report detected "facts"

concerning the alarm, and leave the speculation of possible repair actions to operation's

controllers or crew.
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In addition, the standard provides for six levels of severity. These severity levels are should

be mapped to the levels and criticality defined by the on-board safety and time criticalities

requirements. Even the ISO/IEC standards for threshold limits, ISO/IEC 10164-5, and

security alarms, ISO/IEC 10164-8, only use a fraction of the six levels of severity.

The risk of adopting this ISO/IEC 10164-4 is minimum. It is an international standard.

5.2.5 Event Management

The basic function of the event management is very important to the SSFP.

The ISO/IEC IS 10164-5 specifies the eventReportReeord and

eventForwardingDiseriminator as supporting objects for the event reporting function. The

event report record is needed to support the logging of the event reports processed and sent

by the event forwarding discriminator object. The event forwarding discriminator becomes

the basic filter mechanism upon which ISE operations can be selected. The discriminator

construct allows for the examination of C&W notifications and managed object notifications

(e.g., FDIR notifications). The adoption of this standard allows operations management of

the managed systems (systems, elements, and payloads) in programmable unique ways. A

Command Discriminator could also be applied to commands.. (Appendix E provides generic

definitions of proposed SSFP managed objects and attributes. One of the managed objects

defined is a Command Discriminator that enables Command Sequencers.)

The adoption of the eventReportRecord as a standard would simplify on-board logging of the

event reports, since they would be logging a standardized notification.

The risk of adopting this ISO/IEC 10164-5 is minimum. It is an international standard.

5.2.6 Testing Management

This function as specified by ISO/IEC CD 101065-12 is very important to the space station

operation. Such a standard would provide the basis for the establishment of failure recovery

as directed by the ground controllers and the crew. Testing without such support function

could be dangerous and costly.

The disadvantage of applying this standard is that the testing object model may be too

complicated resulting in a lot of on-board code. However, the simple testing model based

upon built-in test and synchronous testing should be consistent with the SSFP requirements.

The more complicated asynchronous testing objects could be added after the station is
manned.
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Therisk of applyingtheISO/IECCD 101065-12is thatit is subjectto changebeforeit
becomesan internationalstandard.

5.2.7 Log Control Management

Log control is not an ISE function. DMS has the standard service to provide for a uniform

log control interface. The standard ISO/IEC 10164-6 specifies the log control function

service as a generic storage resource that stores copies of information and is controllable

with log control commands. The log is a repository for records. Information to be logged is

obtained from reported event notifications, object management notifications, state

management change notifications, relationship change notifications, commands, C&W alarm

notifications, FDIR alarms, security breach notifications, and communication protocol data

units. The log object provides the generic storage resource that is controlled with log control
commands.

The advantage of adopting this standard are many. The adoption allows standard

management of logs on the ground and onboard.

The risk of adopting this ISO/IEC 10164-6 is minimum. It is an intemational standard.

5.2.8 Objects and Attributes for Access Control Management

Access control is not an ISE function. DMS has standard services to provide a uniform

method for access control using SSFP standard attributes. The objects and attributes for

access control management are numerous and complicated. MITRE recommends a selected

few access control attributes. The suggested attribute is as follows:

InitiatorADD

Access Control List of Commands associated with particular targets:

• Operation attribute

• ObjectList

Thus, adopting the ISO/IEC CD 10164-9 would provide more capability than required,

however, the application of selected attributes would still be compliant with the standard.

Adopting more of the access control attributes could be an expansion after the station
becomes manned.

The major risk of adopting ISO/IEC CD 10164-9 is that since it is only a committee draft, it

is subject to major change before it becomes an international standard.



5.2.9 Summarization (TOL) Management

Summarization is not an ISE function. DMS has standard service requirements to provide
the summarization function. Some of the ISO/IEC CD 10164-11, and ISO/IEC CD 10164-

13, could be adopted. The homogeneous and heterogeneous scanner with a numeric attribute

list could be used by the SSFP. The advantage of adopting this standard would be the early

agreement between ground and the on-board systems as to how telemetry object lists will be

formatted and sent to the ground. The establishment of the standard notifications and their

parameters would drastically simplify the interface control documents and allow easy

modification and adoption of software written to the OSI management standards. The

disadvantage would be the use of ASN. 1 basic encoding rules, which requires some
additional bit overhead.

The risk of adopting ISO/IEC CD 10164-11 and ISO/IEC CD 10164-13 is that they are

subject to change before they become intemational standards.

5.2.10 Scheduling Management

Scheduling management is needed by ISE but should be provided by DMS services. The

functions of scheduling an operation (a sequence of commands), summarization notifications

(TOLs), testing, communications, and logging are important for the operation of the space

station. The advantages of a centralized scheduling function are the reduction of on-board

code and the synchronization of operations among two or more managed objects. The

disadvantage of adopting such a scheduling function is that if too many managed objects rely

on a common scheduling function, then a failure in the scheduling function could result in a

large number of timing failures. The best solution may be a limited number of scheduling

functions applied to the operations, summarization notifications, testing, communications,

and logging.

The risk of adopting ISO/IEC WD 10164-s is that it is subject to change before it becomes
an international standard.
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APPENDIX A

STANDARD TERMINOLOGY AND DEFINITIONS

Abnormal test termination: Abnormal test termination is a statement made with respect to

a test invocation when the test is prematurely terminated.

Access control: Access control is defined by ISO-7498-2 as the prevention of unauthorized

use of a resource, including the prevention of use of a resource in an unauthorized
manner.

Access control certificate (ACC): An access control certificate (ACC) is ACI used to

specify the access control parameter used with CMIS. The specification of an access

control policy may include the definitions of this ACI. For example, an ACC may

contain:

• the identity of the security domain (e.g, the station, a bank) and the security domain

authority (e.g., the SSCC, a bank office)

• the ACI required by access control policy. (This information may be one or more of

the initiator capabilities [e.g., a system controller], initiator name [e.g., current

commander's name] or security labels [e.g., crew member certification], time ACI

becomes valid, the time the ACI was created, or the integrity check information [e.g.,

what command constraints are or are not allowed].)

Access control information: Access control information (ACI) is any information that is

used for access control purposes.

Access control list: Access control lists are defined by ISO/IEC 10181-3 as a mechanism

that is used by an identity-based access control policy to specify lists of initiators who

may or may not have access.

Access control policy: An access control policy is an aspect of the security policy that is

specific to access control. For Tier l, an access control policy specifies the condition in

which security services and mechanisms are used to control access to station information.

A SSFP access control policy is a coherent set of rules imposed within the security domain

of the station by the station security authority. A managed object may be in multiple

security domains if some aspects of the managed object are under the jurisdiction of

different security policies. When a managed object exists in multiple security domains, the

enforced access control policy is the one that corresponds to the policy in which the

access request originated. By definition, therefore, the initiator and target in any

management exchange are governed by the same access control policy.
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Actions: Actions are the commands and/or services that a managed object and it's

application software can perform. The actions define the possible messages to which the

object will respond. Action commands result in object behaviour.

Administrative constraints: Administrative constraints are restrictions on the usage and

availability of managed objects. For example, administrative constraints include power

status, failure status, test status, preference status, etc.

Alarm report: An alarm report is a specific type of event report used to convey alarm

information.

Allomorphism: Allomorphism is the ability of a managed object that is an instance of a

given class of managed object to be managed as an instance of one or more other

managed object classes. An ordered allomorphic list is a sequence of associated objects

related by modifications in behaviour. For example, a revised managed object that may

be able to operate as the unrevised managed object is allomorphric.

Asynchronous test: An asynchronous test is a test invocation for which the successful

confirmation to the test request does not imply termination of the test invocation.

Capability: (1)Access control capability in terms of the access control framework is defined

by ISO/IEC 10181-3 as a mechanism used by a capability-based access control policy to

specify lists of capabilities that may or may not have access. (2) the functions of a

software application with a specific start and stop time.

Collection period: A collection period is the time during which a metric algorithm is

applied to observe data. The collection period includes both the scanning and the

calculating times.

Command constraints: Command constraints are sets of command inhibits to restrict and

block the listed commands from reaching or affecting a managed object.

Command Enable: The providing of the authority to execute commands by a device or an

application.

Command enabling: A command enable provides the access to a device or an application

to execute commands. The removal of command inhibits provides command enabling.

Command Inhibit: The temporary removal of the ability to receive commands from a device

or software application. An external inhibit blocks the command path to a device. An

inhibit may also be the prohibition of command execution placed on a device or software

application. An internal inhibit prevents the software from executing commands.
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Command inhibiting: (Inactive Capabilities) A command inhibit temporarily removes

from a device or software application the ability to send, receive, or execute a command.

Inhibiting the ability to send provides access control by preventing the sending of the

command. Inhibiting the ability to receive provides access control by a decision function

that blocks the command from being delivered to the managed object. Inhibiting

execution of a command prevents the behaviour of the managed object (i.e. prevents the

behaviour of the system, element, or payload by limiting the activity of the application).

Creation: In the ISO/OSI management standards, the creation of objects means the

invoking or loading of the software modules. The ISO use of the word create is similar

to the concept of initialization in the DMS ACD. An OSI management creation does

NOT imply any God-like behaviour.

Deletion: Deleting managed objects in the ISO standard is the NASA concept of

transitioning to the dormant state. In the ISO standards, deletion does NOT imply the

destruction of the managed object.

DMS objects: (1) A DMS data object is an abstract representation of the storage spaces for

attribute values. DMS data objects can either be read-only or read-write. DMS data

objects do not have any operational management behaviour. The behaviour of on-board

managed objects are attributed to the hardware characteristics, the environment, and the

software applications. The behaviour of the managed objects is the result of changes to

the DMS data objects, the environment, and the behaviour rules of the physical and

logical managed objects. Examples of DMS data objects are as follows: attributes

indicating identity such as attribute names, software application names, and command

names; configuration attributes such as enabled or disabled; relationship attributes such

as pointers to redundant hardware and pointers to constraints on the modes of systems.

(2) DMS STSV objects do have behaviour and react to commands. For example the

DMS message object, and DMS telemetry object list object send predetermined
notifications.

Functional objects: Functional objects are software applications that have def'med

capabilities (i.e. behavior that is the result of either changing attribute values,

commanding actions to change the process, changing the object's environment, or the

behavior rules associated with the object. Examples of functional objects are software

applications included in the systems, elements, payloads, orbital replaceable units,

standard data processors, mass storage units, MDMs, etc.

Granularity period: Granularity period as defined in ISO/IEC 10164-11 is the time

between observations of a managed object. In the context of ISO/IEC 10164-13,

granularity is the time between the initiation of two successive scans.
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Heterogeneous scanner: A heterogeneous scanner is a scanner that collects values from

potentially different sets of attributes for a set of explicitly named observed object

instances and reports the results at the end of each scan.

Homogeneous scanner: A homogeneous scanner is a scanner that collects values from the

attributes of the same type from one or more managed objects. (For example, the

scanning of temperature values from temperature sensors.)

Initiator: An initiator is the entity that makes the management request for action or

information.

Inhibit: See command inhibiting

Interlock: An interlock managed object is an extra hardware or software control used to

ensure additional operational safety. Interlocks provide functionally independent control

over a process or a device that may be hazardous or disruptive. Interlocks have

behaviour that require a two-step command sequence.

Intermediate Language Executer (ILE): Specific use of this DMS service and its

existence in the program are the subject of debate at this time. Level A requirements

here must be considered subject to change. For a detailed description of the ILE and UIL

see SSFP UIL Specification, USE 1001 15 March 1990.

Interval scheduling: Interval scheduling is a type of scheduling that controls a number of

intervals of operation of activities within specified managed object instances.

Locked DMS objects: The DMS object lock prevents user's access to the replacement of

RODB values. The current command authority continues to have access to the

replacement of the RODB values.

Locked managed objects: The administrative lock prevents user's access to the behaviour

of managed objects. The administration authority continues to have access to the

behaviour of the managed objects. SSFP administrative authority consists of any

authorized source. The possible administrative authorized sources include crew, SSCC

ground controllers, POIC controllers, and international partner personnel.

Log record: A log record is a management support object class that models units of

information stored in a log.

Log: A log is a management support object class that models resources used as a repository

for log records.
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Managed object under test (MOT): The managed object under test (MOT) is the managed

object that represents a management view of the resource or resources whose function is

the subject of the test.

Managed objects: A managed object is an abstract representation of resources of a managed

system. The management of these resources require a management view of the logical

and physical identities within the managed system. Managed objects have behaviour and

the managed object behaviour is the result of either changing attribute values,

commanding actions to change the managed process, changing the managed objects

environment, or the behaviour rules associated with the managed object. Examples of

managed objects are systems, elements, payloads, orbital replaceable units, standard data

processors, mass storage units, etc.

Management: Management of the Freedom objects is the commanding and monitoring of

the Freedom's systems, elements, or payloads. The RODB and IODB contains

management views of the attributes of all the managed objects.

Media data: In this document, media data is data about data. Media access control data is

the attribute values of attributes associated with access control object, e.g., security

policy rules, authorized list of controllers and commanders, list of actions related to

transitioning between station modes, etc.

Metric attribute: A metric attribute is defined in ISO/IEC 10164-11 as an attribute if a

metric object whose value is either used as a parameter of one or more metric algorithms

or whose value represents the output of such an algorithm.

Metric object: A metric object is defined in ISO/IEC 10164-11 as a managed object that
contains at least one attribute whose value is calculated from the values of attributes

observed in managed objects.

Numeric attribute: A numeric attribute is an attribute whose value may be either an integer

(or possibly treated as an integer) or real number.

Object: (1) A thing that can be seen, touched, or can logically exist and has attributes and

responses to actions. See DMS object. (2) An abstract representation of a physical or

logical entity. An object is characterized by its attributes, notifications, actions, and

behavior. See managed objects, test objects, metric objects, and functional objects.

Observed attribute: An observed attribute is an attribute of a managed object, system,

element, or payload whose value is being observed by a metric object or a summarization

object. (For example, all attributes in the RODB are observable. Any derived values

from the attribute values in the RODB are provided by a metric object. The DMS
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STSVsthat scanstheRODBandgeneratestelemetryobjectlists aresummarization
objects.).

Observedobject: An observed object is a managed object with attribute values that are

observed by a metric object or a summarization object.

Optional parameters of notifications: Optional parameters of notifications are fields of the

report that may be included in the notification services if the user chooses. Mandatory

parameters must be in the notifications.

Orbit-time: Is the period of time associated with a few orbits. This term is used in

preference to real-time because the context of real-time implies a fast reaction time.

Package: An OSI package is a set of optional behaviours with associated attributes that are

imported into the managed object at the time the managed object was created or

initialized. A conditional package is one of a set of packages that is selected based upon

conditional attributes supplied at the time the managed object was created or initialized.

Parameter of a notification: A parameter of a notification is the reported bit field that is to

be filled with an attribute value. The coding of the attribute value in the parameter is to

follow the standardized ASN. 1 transfer syntax as specified in the ISO/IEC IS 10165-2.

Parameters of an action: Parameters of an action are the bit fields of the command.

Periodic scheduling: This is a type of scheduling that controls the repetitive triggering of

activities with specified managed object instances.

Prohibits: The administrative permissions and prohibits are controls used to stop

commands or processes while administration (the crew or the SSCC ground controllers)

monitor the attributes of the managed objects and control the managed objects. The

administrative permission and prohibits are effectively locks on the use of the managed
resources.

Protected entity: A protected entity is a set of one or more items that are protected by the

same access restrictions. An item may be a software application process, a set of

attributes controlled by an application process, or a set of values of a single attribute

controlled by an application process.

Registration: Registration is the process of defining and putting under configuration

management control the definitions and transfer syntax of attributes, objects,

notifications (and TOLs), actions (commands), packages, behaviours, and relationships.

The ISO/IEC standard 10165 specifies how to complete the template (forms) necessary
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to "freeze"a managedobject. Registrationinvolvessomeauthority(e.g.,NASA
configurationmanagementchangeboards)to publishandduplicatethe informationfor
othersto use. Theregistrationof anobjectmakesit anobjectwith definedinterfacesand
propertieswith whichotherscan communicate and obtain services.

Relationship: An OSI relationship is a set of rules that describe how the operation of one

part of a system, element, or payload affects the operation of other parts. A relationship

is said to exist among managed objects when the operations of one managed object

affects the operation of the other managed objects. For a relationship to be significant

within the context of managing the operation of Freedom, sufficient information must be

available to allow Tier 1 to identify the managed objects involved and the rules

governing their interaction.

Report period: The report period is the time between emitting notifications containing the

collected aggregate values or statistical information.

Resource constraints: Resource constraints are attribute value limits associated with

managed objects that represent consumable resources. For example, most managed

objects have power consumed and heat generated attributes. Depending on the

operational states and power states of the managed objects and the number of managed

objects (system, element, or payload), the sums of the power consumed and heat

generated will determine the total power consumed and heat generated. The limits on the
sums or on the individual attribute values are resource constraints-

Scan: A scan is a sampling process of observing attribute values at a specified point in time.

Scheduled managed object (SMO): The scheduled managed object is the managed object

whose activities are to be scheduled.

Scheduler object (SO): A scheduler object is the managed object that defines the type and

values of the schedule to be applied to activities within the SMOs.

Scheduling function: The scheduling function is the method of controlling the timing of

the performance of a scheduled activity which are represented by a managed object.

Security label: A security label in terms of the access control framework is defined by

ISO/IEC 10181-3 as a mechanism used by a label-based access control policy to specify

lists of security clearances that may or may not have access.

Security policy: Security policy is defined in ISO 7498-2 as the set of criteria for the

provisions of security services.
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Signature: A signatureis defined by ISO 7498-2 as data appended to, or a cryptographic

transformation of, a data unit that allows a recipient of the data unit to prove the source

and integrity of the data unit and protects against forgery (e.g., by the recipient).

Specified alarm: An ISO/IEC specified alarm is a notification of the form defined by the

ISO/IEC IS 10156-4 alarm function and a specific event. An alarm may or may not

represent an error.

Subparameter: A subparameter of a notification parameter is the reported included bit

subfield that is to be filled with an attribute value. The coding of the attribute value in

the subparameter is to follow the standardized ASN. 1 transfer syntax as specified in the
ISO/IEC IS 10165-2.

Summarization: A summarization is the process of aggregating and optionally applying

algorithms to obtain raw or observable information to produce summary information.

Support Object: A support object is an abstract representation of logical and functional

element managers that aid in controlling other objects. For example, TOL objects,

scanners, sequencers, discriminators, and schedulers are all management support objects.

Synchronous test: A synchronous test is a test invocation for which any confirmation to the

test request implies termination of the test invocation.

Systems, elements, and payloads: The systems, elements, and payloads are managed

objects that contain other managed objects. The states of the system, elements, and

payload managed objects follow the same definitions that apply to the states of their

contained objects. The collection of the state attributes values of the contained objects

provide a detailed view of the states of the contained objects in the system, element, or
payload.

Target: A target is the entity to which the access request is addressed. For example, targets

are the objects, systems, elements, and payloads that are commanded.

Template: Templates are the defined formats or forms for various object oriented

properties. The ISO/IEC 10165-4 standard defines the templates for notification, objects,

attributes, behaviour, etc. Thus, ISO/IEC 10165-4 tells object definers how to "spell"

and how to "write and generate standard information" about the various properties of
objects.

Test: A test is the operation and monitoring of an object, system, element, or payload within

an environment designed to elicit information on the functionality and/or the

performance of the subject.
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Test action request receiver (TARR): The test action request receiver (TARR) is a term

use to identify the ability of a managed object to act upon a test request. For example,

the SMI is a TARR since it can receive test commands and invoke test sequences.

Test conductor: A test conductor is a manager or managing object that issues test

operations (i.e., commands).

Test invocation: A test invocation is a specific instance of test, from the time of initiation to

termination.

Test performer: A test performer is an agent (i. e., an object or system) that receives test

operations (i.e., commands).

Test session: A test session is a set of test invocations.

Testing object (TO): A testing object (TO) is a managed object that exists only for the

duration of a test invocation and which has attributes, behaviours, and event notifications

that pertain to that instance of test. It issues the specific test, measures the test responses,

and generates the resulting test event notifications.

Threshold: An ISO threshold is modeled as an attribute with two levels: the triggering

level and the clear level. Each of these threshold levels may be triggered on either an

increasing or decreasing gauge values. By setting the attributes of the two threshold

levels and values of the decreasing and increasing attributes, an ISO threshold can be

functionally set to have a specified hysteresis (the difference between the triggering level

and the clear level) and trigger or clear only on the first crossing in an increasing or

decreasing direction. ISO/IEC IS 10165-2 specifies these threshold attributes and their

values. ISO/IEC CD 10164-1 l, clause 7, provides the generic threshold model

description.
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APPENDIX B

OPEN SYSTEMS MANAGEMENT TUTORIAL

The basic abstract model, or framework, for OSI management is as illustrated in figure 12.

The basic framework consists of a manager system and one or more systems to be managed.

Management is treated as a distributed application with components residing within a

manager system (managing processes) and managed systems (agent processes).

Management activities are affected by managing processes communicating with remote

agent processes to manipulate managed objects contained in the managed systems. Defined

for each managed object are:

Class of object (e.g., sensor, effecter, interlock, system module, application

software module, etc.)

Configuration states (e.g., usage states: object enabled, object disabled, object idle,

object busy; administrative states: locked, unlocked; availability status: failed,

initiated, dormant, reported in a FDIR message, etc.)

Relationships (back-up and backed-up, primary and secondary, system mode

component, powered standby and unpowered standby, contained within, where-

used, etc.)

Attributes (e.g., counters, thresholds, resource constraints, operating limits, access

control, etc.)

• Valid operations (e.g., commands, command constraints)

Behaviour (e.g., the actions the object does as the result of the data values of the

attributes and the commands received)

Notifications (e.g., FDIR messages, test messages, behaviour messages,

initialization messages, deactivation messages, attribute change messages)

A definition for each of the above means that the actual bit pattern fields representing the

characteristic is structured and its syntax of values is determined. For example, the

definition of the notifications include the identification of parameters (message fields) and

subparameter (message subfields) as well as how the values will be represented in the

east_/  fNrt n0 tl nnm
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message. Both manager and agent processes must have the same shared conceptual view of

the managed objects in terms of attributes, relationships, behaviour, operations, and

notifications that may be emitted. A managing process may monitor or control one or more

agent processes. An agent process manages the associated managed objects. That is, an

agent process performs management operations such as reading or modifying attributes of a

specific object or set of objects, as requested by a managing process, and may return a

response to the managing process. Agent processes may also forward notifications (events)

asynchronously generated by managed objects. Agent processes may have supporting
services as follows:

Summarization notifications (telemetry) of a management selected set of the
defined and measurable attributes

Scheduling of periodic notifications or behaviour

Logging of records of commands, notifications, test results, C&W alarms

Setting (writing) of attribute values

Getting (reading) of attribute values

Reporting of alarms that exceed thresholds (C&W alarm messages)

Testing and reporting notifications of the availability status of the object (FDIR
services)

Security alarm reporting (security breach messaging)

Discriminators and filters that limit the message content and message address.

As illustrated by the basic management framework, figure 12, SSFP management functions

must include definitions of the data being managed, the operations that can be performed on

these data, and the protocols supporting the sending of these operations across the networks.
Thus, the management tools most essential to standardize for the ISE include:

A common framework and terminology for describing management concepts in

terms of the logical components that take part in management, and an application of

that model to the layered protocol architecture
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A setof communicationservicesandrelatedprotocolsto transfermanagement
operationsandresponsesaswell asnotificationsbetweenmanagingandagent
processes

A commonstructurefor themanagementinformation(Thestructureof how the
RODB spells in bits the configuration state values, the relationships, attribute

values, the commands, the notifications, and the behaviours)

Detailed specifications of the managed objects and their attributes, the management

operations permitted on them, notifications they may emit, and how the definition

of the managed object relates to the behaviour of a real entity it describes

Manager System

Managing Process (es)

Management

Operation

Management

Responses, or
Notifications

Managed System

Operations_tif ications
I °

Attributae

-Sensor values,
- Gauges,

- Thresholds, etc.

o

° °

Figure 12. Basic Management Framework

The current developing OSI standards provide the basis for structuring the SSCC network

management function. Section 4 presents the current OSI international standards providing

for Common Management Information Services and a Common Management Information
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Protocolfor controlling themanagedprocess,andfor OSImanagementof eachSSFPobject,
system,element,or payload.Thecurrentinternationalstandardsprovidefor thefollowing
opensysteminterconnectionfunctions:

Objectmanagement(e.g.,administrative,operationalandusability controls)(ISO,
1991[10164-1])

Statemanagement(e.g.,enabled,active,busy,disabled,locked,unlocked,failed,
reportedfaulty)(IS, 1991[10164-2])

Relationshipmanagement(e.g.,organizationandoperationaldependenciesbetween
supportingagents)(ISO,1991[10164-3])

Notification management(alarmreportingfunction(ISO, 1991 [ 10164-4]) and

event report management function (ISO, 1991 [ 10164-5])

• Log control management (ISO, 1991 [10164-6])

• Security alarm management (ISO, 1991 [10164-7])

In addition, current international standards present the OSI Systems Management Overview,

the OSI Management Information Model (ISO, 1991 [10165-1]), the OSI Definition of

Management Information: (DMI) (ISO,1991 [10165-2])), and the OSI Guidelines for the

Definition of Managed Objects: (GDMO) (ISO,1991 [10165-4]). These ISO standards

include many defined objects and attributes to be used in the open system interconnection

environment.

In addition, current draft international standards and committee drafts provide information

for the standardization of the following:

Security Audit Trail (ISO, 1991 [DIS 10164-8])

Objects and Attributes for Access Control (ISO, 1991 [CD 10164-9])

Accounting Metering (ISO, 1991 [CD 10164-10])

Workload Monitoring Function(ISO, 1991 [DIS 10164-11])

Test Management Function (ISO, 1991 [CD 10164-12])

Summarization Function (ISO, 1991 [CD 10164-13])

A current OSI management working document that provides guidelines for a scheduling

function is (ISO, 1991 [WD 10164-s]).
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APPENDIX C

MANAGEMENT SERVICE CONTROL STANDARDS

ISE Management Service Control Function

As illustrated in figures 1 and 2, the ISE manages its functions following a object oriented

model. The Intemational Organization for Standardization and the International

Electrotechnical Commission, Joint Technical Committee, Sub Committee 21, Working

Group 4, has recently completed the recommendation of the standardization of a set of

management functions, managed objects, and the object attributes consistent with an OSI

management object oriented model. These standards are contained in ISO/IEC 7498-1,

7498-4 and 10164 -1 through 10164-7. The same committee is working on standards

ISO/IEC 10164-8 through 10164-13.

The discussion presented below provides a description of the ISE functions provided by a

management control function and the management information used by the ISE functions.

This functional description meets the requirements of the SSFP Tier 1 to monitor and control

command constraints, object resource constraints, object behaviour, and the station modes.

The SSFP Tier 1 also needs a consistent set of definitions and actions related to the

management of the commands that Freedom's systems, elements, and payloads receive. In

cooperation with the Freedom object management function (see section 4.1) and state

management function (see section 4.2), Tier 1 needs the ability to implement management
service controls such as command constraints and overrides.

Management Service Control Model

Each Freedom object is subject to management service control. The managed objects and

their attributes are to be defined in accordance with appendix D, the Flight Software Data

and Object Standard, of the DMS ACD SSP 30261. This data standard refers to an

applicable document, the SMI, ISO/IEC 10165. SMI part 2 uses the ISO functions described

in ISO/ICE 10164. The Management Service Control function for the ISE has been

engineered to be a combination of the ISO/IEC IS 10164-3, Information Processing Systems

- Open System Interconnection - System Management - Part 3: Attributes for representing

Relationships and ISO/IEC DIS 10164-9, Information Processing Systems - Open System

lnterconnection - System Management - Part 9: Objects and Attributes for Access Control.

These specifications provide detail on the management of relationships of the management

service control function, and they provide a consistent set of definitions that comply with the

Basic Reference Model (ISO/IEC 7498), the Open System Management Framework
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(ISO/IEC7498-4),the Common Management Information Services CMIS (ISO/IEC 9595),

and the Open System Management Overview (ISO/IEC 10040).

The ISE management service control function needs to provide the following:

Command inhibits and command constraints (sets of command inhibits)

Overrides of the command constraints and command inhibits

Overrides of the object behaviour by interactively forcing the execution of special

object behaviour sequences

Overrides of the managed object attributes that limit or select object behaviour

Figure 13 illustrates the proposed management service control model. Command enables

reside as part of the attributes associated with the managed objects (see appendix E.4.2 - The

Freedom Managed Object Common Attribute Model). The other access control information

includes authorized sources and data object locks. These access controls include the

capability to examine all commands to a managed object and to block or prohibit their

execution by the managed objects. The initialization and instantiations of a set of command

enables could be related to a station mode relationship attribute. One attribute of the
command enable list would be a command constraint override. In the event a DMS RODB

WRITE is used to set the override attribute value to object enabled, then the command
constraint list would not be used.

Figure 13 also illustrates the management service control model as it relates to interactive

control of an object within a managed object (system, element, or payload). In the object

model presented in the ISO standards, each managed object has its defined object behaviour.

The behaviour of each object is determined by data attributes. In other words, the object's

action (behaviour) is defined by its object class. Objects with different behaviours are in

different classes. In order to obtain interactive object behaviour override capability and

comply with the standards, then either object actions need to be selectable by individual

actions (or a general action with a selection parameter), or the atomic behaviours need to be

associated with unique atomic object instance each with an object identifier, ff the

individual actions are selectable, then they can be related using the group relationship of the

ISO standard 10164-3. If the individual atomic behaviour is associated with unique atomic

object instances, then the member relationship and owner relationship can be used to

represent the contained relationship that the individual atomic object instances have with the

owner object. The ISO/IEC 10164-3 relationship change notification provides a means to

report member and owner relationship changes, as well as, group relationship changes. See
section 4.3.
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Figure 13 also illustrates that normal commanding of object attributes can be used to change

attribute values. This provides the capability to override any replaceable data attribute. The

change attribute notifications and TOLs (summarization objects) report the changed and

current values of the changed attributes.
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Figure 13. The Management Service Control Function

Management Service Control Change Notifications

The management of service controls is provided by the use of the managed object

management function notifications, the state management function change notification, the

relationship function change notification, and the notifications of the ISO access control

objects and attribute standard. The management service control information could also be

included in TOLs from the systems and elements.

Management Service Control Service Definitions

The detail design of the DMS will provide the management service control function. The

DMS should have standard services to provide the services listed in the management service
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control model and management service control notification sections. The design of the DMS

does not have to comply with ISO/IEC IS 10164, but the functionality of the management

service control will require equivalent services and information. Appendix E proposes

managed objects and common attributes for the Freedom managed object classes and

includes the definition of attributes to support the access control of the Space Station.

The DMS provides a standard service called "Action I/O." This service retains access

control information, provides the access control decision function, and enforces access

enforcement information as it relates to operational management commands. In the

following paragraphs, the functioning of Action I/O is explained as to how it relates to the

inhibits on the input actions to applications, and inhibits on the outputs of applications.

How this access control model might be applied to the onboard software to provide an inhibit

capability is shown in figure 14. Any application with access to the DMS STSVs (via the

APID) can initiate an Action I/O request. Action I/O receives an object/action pair and

determines through the Action Reader Directory (ARD) whether an application has

registered to receive this object/action pair. The ARD maintains a dynamic directory of

object/action pairs that applications have registered to receive by opening

read_action_handles. If ARD finds the object/action pair in the directory, then the Action

Interface Services of the RODB Executive (REX) forwards the action to the object. If the

object/action is not found in the directory, the action is not forwarded and an error response
is returned to the initiator.

In summary, the DMS Action I/O service performs both the access enforcement and the

access decision functions of the ISO model for all applications using the APID. Further,

DMS Action I/O uses an object/action directory (the ARD) to determine what to do with a

given action request. The object/action directory is an implementation of ISO Access

Control Information (ACI) for target objects. The only feature of the ISO model for access

control missing from the current design is the ability to externally manage the Access
Control Information.

It must be understood that the ISO model for access control is only a part of a set of ISO

standards that define the structure of management information (SMI) necessary for the

control of open systems. The ISO SMI assumes a management view of an object, so that if

an entity wants to control an object, it must be provided "visibility" to that object. From the

SSFP perspective, this means applications (systems) must provide Tier I the ability to access

the function it is required to control; i.e., the object action/pair (or set of object/action pairs

that together provide a function).
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Figure 14. ISO Access Control via DMS STSVs - Action I/O

Adding the capability to the applications to externally manage the DMS object/action

directory would make the interaction between applications and Action I/O compatible with

the ISO guidance. More importantly, however, it would also provide Tier 1 a management

view and external control over each registered object/action pair. This means it could

support (or manage) the required inhibit capability for all commands.

Another advantage of making Action I/O compatible with the ISO model to implement

inhibits is that the same ISO model supports requirements that DMS Services must provide

in future releases. In particular, in a future release DMS Services must support access

authorization requirements. In order to support this requirement using an implementation

compatible with the ISO model for access control, only the definition or attributes of some of

the objects used in the ACI must be changed to accommodate the requirement. Little or no

changes would be required in the AEF or ADF software. It is noted however, that the DMS

release 2 design for Action I/O is tightly coupled to the structure of the ARD and does not

support separate enforcement and decision functions. It is suspected therefore, that

significant modification to DMS services (Action I/O) will be required to support access
authorization.

Management Service Control Protocol and Abstract Syntax Definitions

The management service controls parameter syntax is defined by the other management

functions. The ISO/IEC standard, 10165-2 defines abstract syntax for the standard attributes.
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APPENDIX D

EXAMPLE OF GDMO

This appendix includes examples of two managed objects written to the template of the

Guidelines for Definition of Managed Objects (GDMO) (ISO, 1991 [10165-4]). The objects

are called the scanner and the heterogeneous scanner. The GDMO attributes, actions

(commands), behaviour, and notifications characterize these objects. This example is of a

summarizer. This managed object is similar to the functions required for telemetry in the

SSFP. The DMS data objects are the attributes of the scanner managed object. The

notification of scanner managed object is a telemetry packet. The list of attributes scanned

and reported in the telemetry packet is the DMS telemetry object list (data) object (TOLO).

scanner MANAGED OBJECT CLASS

DERIVED FROM top;
CHARACTERIZED BY

scannerPackage PACKAGE
BEHAVIOUR DEFINITIONS

scannerBehaviour BEHAVIOUR

DEFINED AS

When the scheduling causes the scanner to become active and granularity

period is non-zero, a scan is initiated. The scanner continues to scan at the

end of each granularity period as long as the scanner is active according to

the schedule. ;

ATI'RIBUTES scannerlD GET,

administrativeState GET-REPLACE,

granularityPeriod GET-REPLACE,

availabilityStatus PERMITI'ED VALUES Attribute-

ASN 1Module.Disc riminatorAvailability

operationalState GET;;;
CONDITIONAL PACKAGES

dailyScheduling PRESENT IF

weeklyScheduling PRESENT IF

externalScheduler PRESENT IF

GET,

both the daily scheduling package and external

scheduler packages are not present in an

instance,

both the daily scheduling package and external
scheduler

packages are not present in an instance,

both the daily scheduling package and weekly
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scheduling packages are not present in an

instance;

-- see clause 7 in CCITT Rec.X.734 11SO/IEC 10164-5 for the description of these

packages.

REGISTERED AS { smi2MObjectClass x };

heterogeneousScanner MANAGED OBJECT CLASS
DERIVED FROM scanner;

CHARACTERIZED BY

heterogScannerPackage PACKAGE
BEHAVIOUR DEFINITIONS

heterogScanner Behaviour BEHAVIOUR DEFINED AS

An observation is made of all attributes in observationlDList. A scan

that is initiated during an active scheduled period shall be completed

normally and the summarization notification emitted. The

heterogeneous scanner reports the scanned value at the end of the

granularityPeriod for all attributes in the scanAttributelDList and

reports an array of sequential numeric values for attributes in the

numericAttributelDArray. A scan that is initiated during an active

scheduled period shall be completed normally and the summarization
notification emitted;

ATTRIBUTES

observationlDList GET-REPLACE ADD-REMOVE;

-- list of instances, with one or more attributelDList for each observed object
instance.

-- One type of attributelDList is for basic scanning of attribute values.

-- Another type of attributelDList is for scanning and reporting numeric attribute
values.

NOTIFICATIONS

heterogenousScanReport;
ACTIONS

activateScanReport;;;

REGISTERED AS {smi2MObjectClass x};

dailyReportSchedulingPackage PACKAGE
BEHAVIOUR DEFINED AS
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This conditional package provides for the capability of scheduling reporting with a

periodicity of 24 hours. It defines a list of time intervals (interval-start and interval-

end times of day).;
ATI'RIBUTES

reportlntervalsOfDay DEFAULT VALUE Attribute-ASN 1

Module.defaultlntervalsOf Day

GET ADD-REMOVE;

REGISTERED AS {smi2Package x };

externalReportSchedulingPackage PACKAGE
BEHAVIOUR DEFINED AS

This conditional package provides for the capability of scheduling reporting based on

a schedule defined in an external scheduler managed object;

A'FrRIBUTES

reportSchedulerName GET-REPLACE;

REGISTERED AS {smi2Package x };

weeklyReportSchedulingPackage PACKAGE
BEHAVIOUR DEFINED AS

This conditional package provides for the capability of scheduling reporting with

aperiodicity of one week. It defines a list of time intervals (interval-start and

interval-end times of day).;

ATTRIBUTES

reportStartTime GET-REPLACE;

reportStop Time DEFAULT VALUE Attribute-ASN 1Module.defaultStopTime GET-

REPLACE,

reportWeekMask DEFAULT VALUE Attribute-ASN 1 Module.defaultWeek
Mask GET ADD-REMOVE;

REGISTERED AS {smi2Package x };

ATI'RIBUTE DEFINITIONS:

observationlDList ATTRIBUTE

WITH ATTRIBUTE SYNTAX SummarizationASN 1Productions.ObservationlDList;

MATCHES FOR Equality Set Comparison Set Intersection;

REGISTERED AS {smi2AttributelD x };

NOTIFICATIONS:

heterogenous ScanReport NOTIFICATION

BEHAVIOUR heterogenousScanReportBehaviour;
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MODE CONFIRMED AND NON-CONFIRMED;

ACTIONS:

activateScanReport ACTION
BEHAVIOUR activateScanReportBehaviour;
MODE CONFIRMED AND NON-CONFIRMED;

REGISTEREDAS {smi2Actionx};

BEHAVIOURS:

activateScanReportBehaviour
BEHAVIOUR DEFINEDAS
This actiontypeis usedto stimulateascannerobjecttoemit a non-scheduledreport.

heterogenousScanReportBehaviour
BEHAVIOUR DEFINEDAS
This notification typeis usedto reportthata heterogeneousscanreportingeventhas
occurred.

Thisclausespecifiestheheterogeneousscanreport,andmapsit ontotheCMIS M-EVENT-
REPORTservice.

TableD.1

Summarization Parameter

Name

Invoke Identifier

Mode

Summarization Object Class

Summarization Object Instance

Heterogeneous Scan Report
End Time

Observation Scan List:

Observed Object Instance

Time Stamped Attribute List

Time Stamped Numeric Value

Array
Current Time

Errors

Heterogeneous Scan Report Notification

Corresponding CMIS Req

Parameter Name /Ind

Invoke identifier

Mode

Managed object class

Managed object instance

Event type
Event time

Event information

Event information

Event information

Event information

Current Time

Errors

M

M

M

M

M

M

M

M

U

U

Rsp
/Cnf

M=

C_

U

C

134



SummaryNotification DiscriminationParameters:

Thefollowing list of parametersin a heterogeneousscanreportnotificationneedsto be
availablefor usein discriminatorconstructs:ManagedObjectClass,ManagedInstance,
EventType, andEventTime.

SummarizationASN1Productions{joint-iso-ccitt ms(9)smf(13)ash1Module(??)0}
DEFINITIONS IMPLICIT TAGS ::=
BEGIN

--EXPORTSeverything

IMPORTS
WeekMask,ObservedValue FROM Attribute-ASN1Module {joint-iso-ccitt ms(9)
smi(3) part2(2)asnlModule(2)1}

AttributeID, ObjectInstance,BasedManagedObjectID,Attribute, ScopeFROM CMIP-1
{joint-iso-ccitt ms(9)cmip(1) version1(1) protocol(3)};

AttributeMeas::=SEQUENCE{
attributeIDAttributeID,
attributeValue ANY DEFINEDBY attributeID,
timeStamp[3] GeneralizedTime OPTIONAL,
suspectFlag [4] BOOLEAN DEFAULT FALSE

HeterogeneousScanReportInfo::= ObservationScanList

HomogeneousScanReportInfo::= SETOF Scans

NumericAttributeIDArray::= SEQUENCEOF AttributeID

ObservationIDList::=SETOFObservationID

ObservationID::=SEQUENCE{
COMPONENTSOFBaseManagedObjectID,
scanAttributeIDList SETOF AttributeID OPTIONAL,

-- reportvaluesat endof eachgranularityperiodnumericAttributeIDArray
SEQUENCEOF AttributeID OPTIONAL

-- arrayof numericattributeswhosevaluesareto beplacedinto buffernumericvalue
array
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ObservationScan::= SEQUENCE{
objectlnstanceObjectlnstance,
timeStampedAttributeList [0] SETOF AttributeMeas OPTIONAL,

timeStampedNumericValueArray [1] TimeStampedNumericValue/M'ray OPTIONAL
}

--The observed object summary is the combined output from several observed

objects, each having its own lists of observed attribute outputs.

ObservationScanList ::= SET OF ObservationScan

PerfTimelntvl ::= CHOICE {

seconds [0] INTEGER,

minutes [ 1] INTEGER,

hours [2] INTEGER,

days [3] INTEGER

}

ScanAttributelDList ::= SET OF AttributelD -- import from CMIP
TimeOffset ::=PerfI'imelntvl

TimeStampedNumericValueArray ::= SEQUENCE OF -- ordered by time
SEQUENCE {

value ObservedValue,

timeStamp GeneralizedTime OPTIONAL,

suspectFlag BOOLEAN DEFAULT FALSE

}
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APPENDIX E

PROPOSED COMMAND SEQUENCER AND DISCRIMINATOR OBJECT CLASS

DEFINITIONS

This appendix presents two proposed definitions of management support 46 object classes for

use by ISE and other station application software. Definitions are presented for a Command

Discriminator object class and a Command Sequencer object class. Each object class

definition includes a discussion of the need for the object class and the SSFP requirements it

will support. The discussion provides a model for each object class and then identifies and

defines each of the object's attributes, its behaviour and the acceptable actions or commands.

Finally, each object class definition is described in detail using both the GDMO template of

ISO/IEC 10165 and the DMS IRD object template.

E.I Proposed ISE Managed Objects

E.1.2 The Need for a Command Sequencer and Command Discriminator

The Command Discriminator and the Command Sequencer support managed objects provide

the needed ISE functions to perform remote operations management. It is important to

implement the ISE functions in software applications of support managed objects for several
reasons.

The normal command interfaces both onboard and on the ground can be used to

control command sequence execution and discriminator execution without
modification or extensions.

Over the life of the Space Station Program, additional command sequence instances

and Command Discriminators can be created whenever necessary as part of the

normal on-board reconfiguration process.

The use of support managed objects fits within the space station standards and

results in encapsulation of the managed objects so that they can be coordinated and

arranged to perform new operations management functions.

46 Support Object: A support object is an abstract representation of logical and functional

element managers that aid in controlling other objects. For example, TOL objects,

scanners, sequencers, discriminators, and schedulers are all management support objects.

137



Theapplicationof "standard"CommandDiscriminatorsandCommandSequencers
wouldallow all coresystemsandpayloadsthefunctionsof thesemanagedobjects

A userfriendly interfacelanguagecould beaddedto expeditetheuseof the
CommandDiscriminatorsandCommandSequencers.Languagessuchasthe
TIMELINER andUserInterfaceLanguage(UIL) or someothercomputeraided
softwarecould betaughtto crewandgroundcontrollersto makeoperations
managementof theSpaceStationsaferandmorecosteffective.

TheCommandSequencerandCommandDiscriminatorcorrespondto thebasic
functionsof programming.Theyarethebuildingblocksuponwhich theoperations
managementcould beconstructed.

Figure 15illustratestwo structuresprovidedby theCommandSequencerandCommand
Discriminator. Thestructuresillustratedarethe:

• DO x AND IF Assertion=TRUE, THEN DO y and the

• WHENEVER Assertion=TRUE, THEN DO z logic constructs.

DO {Command Sequence #1} ; IF Assertion=TRUE, THEN DO {Command Sequence #2}

Time

Enable

Heatert

OperationalState

1 Commands

Command
Sequencer #1 v

) "

Initialize
Command l _mll;

Sequencer #2

C WHENEVER Assertion = TRUE, THEN DO Command Sequence #3

Assertion

Command 1
Sequencer #3

Figure 15. The Simple Programming Constructs

Commands

)
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Other structures, such as:

• DO w WHILE Assertion=TRUE,

• DO x UNTIL Assertion=TRUE,

• IF Assertion=TRUE, THEN y ELSE (If NOT Assertion ) DO z

can be assembled by combining the instances of the Command Discriminator and the

Command Sequencer. With these two objects, simple to complex operational management

operations can be provided. Furthermore, these basic objects become the building block

upon which user interface languages and computer aids could be added. This approach also
allows the reuse of code.

E.1.3 An Example of a Simple Freedom Command Sequence

The following example illustrates how a Command Sequencer and Command Discriminator

could be used to perform a simple operations management procedure. James Carvajal,

NASA-ER2 and Richard Lehman, LESC, wrote a paper on the use of command sequence

constructs as a user interface language (UIL) replacement for the on-board Integration

Station Executive (ISE). This paper included a simple sequence that provided a hypothetical

procedure that used PROCEDURE, RETURN, ON_ERROR, WAIT, PERFORM, VERIFY

constructs. That sample sequence is repeated in table 4. How this sample sequence could be

performed by a set of Command Sequencers and Command Discriminator is illustrated in

tables 5 - 9. Figure 16 illustrates that two sequencers, and three Command Discriminators

perform the simple sequence in table 4.

Table 4. Sample Sequence

No Example of command sequences
1 PROCEDURE Initialize CMG IS

2 ON_ERROR PERFORM CMG_Recovery_Sequence

Select_Mode Station TO Normal

Set upper_temp_limit CMG_Heaterl TO 120
WAIT 35 SECONDS

VERIFY Status OF CMG_Heaterl EQUALS ON wITHIN 10 SECONDS
7 THEN

8 Power_on CMG 1

9 PERFORM CMG l_Test_Sequence
10 OTHERWISE

II

12 END VERIFY
Issue CMG_Heater_Failurc Message

13 RETURN

14 END Initialize_CMG
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Seq.

No.

Table 5. Example Command Sequencer -- Initialize_CMG

Command Delta Time

<Mandatory> Time SEC.

[Optional]

ATTRIBUTE_WRITE yes 0
<station> <select_Mode>
<Normal>

2 initialize<CMG> yes 0

<ON_ERROR_Sequence>

3 A'Iq'RIBUTE_WRITE yes 1
<CMG>

<Heater 1>

<upper_Temp_Limit>

[12o]
4 initialize <CMG> yes 36

<VERIFY>

5 terminate <CMG> yes 46
<VERIFY>

6 initialize <CMG> yes 47

<Heater _failure Message>

Text Description

Selected_Mode of Station set to 1,3
Normal.

Initializing CMG

Scheduling the 2

CMG_Recovery_Sequence when
ever there is a CMG error

Set the upper limit on CMG

Waiting 35 seconds

4

Starting the verification of the status 6

of CMG Heater 1 is heating within
10 seconds.

Finished the verification period on 6
the status of CMG Heater 1

Enabling the Heater 1 failure

message if CMG Heaterl is not

heating

Table 6. Example Command Sequencer -- Power_and_Test_CMG

Seq.

Step

11

Seq.

No.

Command

<Mandatory>

[Optional]

ACTION_ WRITE

<CMG 1>

<RPC#1> <ON>

initialize <CMG 1>

<Test_Sequence>
terminate

<Initialize_CMG>

Delta

Time

yes

yes

yes

Time

SEC.

0

Text Description

Power applied to CMG1

Initialized the CMG1 test

sequence.
Finished CMG initialization
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Table7. ExampleDiscriminator-- ON_ERROR

Assertion Parameters Discriminator Construct MADPU <address>

CMG l_Error,

Heaterl_Error,

CMG l_Power Error

(CMG I_ERROR=NOT{ }) OR

(Heaterl_Error=-NOT{ }) OR

(CMG l_Power_Error=NOT{ })

initialize <CMG>

<Recovery_Sequencer>
<CMGI>

Table 8. Example Discriminator -- Verify_Heater 1 ON

Assertion Parameters Discriminator Construct MADPU <address>

Heaterl_OperationalState, (Heater l_OperationalState

=enabled)

initialize

<Power_and_Test CMG>

[CurrentStep] [1 }

Table 9. Example Discriminator -- Heater_Failure

Assertion Parameters Discriminator Construct MADPU <address>

Heater l_OperationalState (Heater l_OperationalState

= disabled)

ACTION_WRITE

<Crew><heater l_Failure >

{disabled]

ACTION_WRITE

<Ground>

<heater l_Failure>

[disabled }

141



CMG l_errc_r

Time _'_ Command Heaterl_error

Sequencer C,MGl_Power_error

Initialize Initialize CMG Commands

"_ Table 6 (Table5)(enable) 7
_/nitialize ,dr Command

s.u.nc!,wI Power & Test CMG
_, Table

F

ACTION_WRITE <crew><heaterl_fAilure>

ACTION_WRITE <ground><heater 1_failure>

EnableRecovery
S_u_,_[CMG

Gommm'¢ls

(Table 6)

Figure 16. Sample Command Sequence
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E.2 The Space Station Event and Message Discriminator Object

E.2.1. Requirements for the Discriminator

The discriminator shall provide the following characteristics:

The ability to accept events, attribute value assertions, or notifications and

discriminate them depending upon the discriminator construct (i.e., a logic

statement on attribute values, events, and notifications with capability to group the

logical statements with "ORs" and "ANDs")

• The ability to forward or output an event or notification to a specific destination

The ability to send a specified management application protocol data unit

(MAPDU) to the specified destination

The ability to have an authorized management system (i.e., crew, SSCC, POIC )

change the attributes of the discriminator by changing attribute values. (For

example, changing the discriminator construct.)

The ability for the authorized management system to examine the usage, operation,

availability, and administrative states of the discriminator (These states are defined

in ISO/ICE IS 10164 parts 1 and 2.)

• The ability to schedule the discriminator

• The ability to initiate, terminate, suspend, and resume the discriminator

The ability to have a user friendly interface when naming the discriminator or when

commanding changes to a set of discriminators

E.2.2. The Discriminator Model

The discriminator is a management support object that allows management operations of

events and notifications relating to other managed objects.

The discriminator has two logical parts. The first logical part is the discriminator input

object. The second logical part is the discriminator output object. The discriminator input

object is a conceptual object whose function is to receive or to collect information from the
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availabledatabaseandto performthediscriminationfunction. The secondlogic partof the
discriminatorsendsspecifiedinformationto anotherobjectinstance.Theattributesof the
conceptualoutputobjectaretheparametersof amanagementapplicationprotocoldataunit
(MAPDU) or apotentialMAPDU that maybesentfrom thediscriminatoroutputobject.
Discrimination is only performeduponattributevalueassertions,receivednotificationsor
eventsthat havedefinedmatchingrules. Thediscriminatoroutputobjectforwardsa
MAPDU or apotentialMAPDU to adestinationthatis eitherremoteor internal to the local
managedsystem.

Theability to acceptevents,attributevalueassertions,or notificationsand
discriminatethemdependinguponthediscriminatorconstruct(i.e., a logic
statementonattributevalues,events,andnotificationswith capabilityto groupthe
logical statementswith "ORs"and"ANDs")

Theability for thediscriminatorconstructsto bebaseduponequals,lessthan
greaterthan,not equalto, in range,in set,outof range,andnot theevents,attribute
valueassertions,or notifications

• Theability to forward or outputaneventor notification to a specificdestination

• Theability to senda MAPDU to thespecifieddestination

Theability to haveanexternalauthorizedmanagementsystem(i.e., crew,SSCC,
POIC) changetheattributesof thediscriminatorby changingattributevalues(For
examplechangingthediscriminatorconstruct.)

Theability for theexternalauthorizedmanagementsystemto examinetheusage,
operation,availability, andadministrativestatesof thediscriminator(Thesestates
aredefinedin ISO/ICEIS 10164parts1and2.)

• The ability to schedulethediscriminator

• Theability to initiate, terminate,suspend,andresumethediscriminator

Theability to determinethestatusof all theinstancesof discriminatorsthrough
telemetryobjectlists

E.2.2.1 The Normal Operation of the Discriminator

The figure 17 illustrates the discriminator.
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The discriminator has attributes that characterize its behaviour. The attributes of the

discriminator are as follows:

The discriminatorID attribute identifies the instance of the discriminator. The

discriminatorID is of type File_ID

The discriminatorConstruct attribute specifies the logical test on the information

that is processed by the discriminator construct.

The administrativeState attribute represents the locked and unlocked states. When

the discriminator is locked, the logical test can be replaced.

The operationalState attribute represents the object enabled and object disabled
states of the discriminator. Enabled means the discriminator has been initialized

and ready for use. Disabled means the discriminator is inoperable.

The usageState attribute represents the idle and busy states. The idle state means

the discriminator is suspended. The busy state means the discriminator is object

enabled and being fully used.

The availabilityStatus attribute represents the schedule of the discriminator. The

availability status attribute has the values of off-duty or on-duty. Off-duty indicates

that the discriminator is currently not scheduled. The availability status attribute is

only used if the discriminator is instantiated with external or internal scheduling

capabilities.

The external scheduling of a discriminator is represented by a schedulerName

attribute. When the attribute is not NULL, then the state of the scheduler

determines the availability of the discriminator construct. The schedulerName is a

relationship attribute (a pointer) to a sequencer that controls when the

discrimination construct is to be performed. Sequencer managed objects are
defined in section E.3.

The outputMapdu attribute specifies the MAPDU to be sent by the discriminator

construct.

v
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_otificatrions_

Scheduleroffduty Schedulerion0u l
i " L..-_"lr\ -Na-n_e_,--AAttributes:

._- \ "°'""/IS,a,,i_os
j
rl DISCRIMINATOR I f_ .... "_

@ I At{ibutes: I (MAPDU <address>.,)

"DiscriminatorlD" I Iv
_ttributeValues_ MAPDU I

Address I EVENT
i..I NOTIFICATIONS:

__ v StateChanges

AttdbuteChange

COMMANDS: -" "- STATE CHANGES: "_

Intialize (enable) Usage State
<DiscriminatorlD> (idle� busy)

[Disc riminatorConst ruct] OperationalState

[MAPDU [address]] (enabled� disabled)

[schedulerName] AvailabilityStatus

AttributeChange (off-duty� on-duty)
<DiscriminatorlD> AdminisrativeState

_elemetry Object
[DiscriminatorConstruct] (locked/unlocked) Ilist Notification
[MAPDU [address]]

Terminate (disable)
<DiscriminatorlD>

Suspend (lock)
<DiscriminatorlD>

Resume (unlock)
<DiscriminatorlD>

r LEGEND

MAPDU = Management Application Protocol Data Unit

TOL = Telemetry Object List
DiscriminatorConstrust ::= [assertion][operator][assertion]

Assertion ::= [event]/[notification]/[attibute value]

Operator ::= [=y[<y[>]l[OR]l[AND]l[O]lNOT[assertion]

Figure 17. The Discriminator Model

146



E.2.2.2 The Discriminator Behaviour

The discriminator construct is a filtering mechanism which acts on attributes of the

discriminator inputs. The discriminator construct is a set of one or more assertions about the

presence or values of observed attributes. If the discriminator construct involves more than

one assertion, the assertions are grouped together using logic operations.

The discriminator construct can specify a test for equality and inequality conditions of

attributes, a test for the presence of attributes, and the negation of any of the conditions.

Multiple conditions may be combined by means of "AND" or "OR" operators. When an

attribute for which an attribute value assertion is present in the discriminator construct, is

absent in a discriminator input object to be tested, the results of the test on that attribute
value assertion shall be evaluated FALSE.

Given that specified conditions (such as an external schedule or sequencer) are satisfied, a

discriminator that contains an empty discriminator construct will evaluate to TRUE for any

set of discriminator input object attributes.

For the discriminator, if the discriminator construct evaluates to TRUE, and the

discriminator is in the unlocked and enabled state, and the availability status is not off-duty,

then the discriminator emits the output MAPDU specified by the outputMapdu or if the

MAPDU is NULL, then the discriminator sends the input MAPDU to the specified
destination.

If the discriminator is in the locked state, then the discriminator accepts attribute value

changes to the discriminator attributes.

If the discriminator is in the locked or in the off-duty availability status, then the

discriminator input object will not be processed by that discriminator.

E.2.2.3 The Discriminator Actions

The discriminator shall have service actions to do the following:

Terminate the discriminator: The termination takes the form of a DMS ACTION

WRITE command (i.e., a Common Management Information Service [CMIS]

delete) and results in the discriminator shutting down. During shutdown the

discriminator processes the current inputs and finishes the current input

discrimination and outputs the event or forwarded message in the form of a
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MAPDU. Thediscriminatorcompletesits currentbehaviourandtransitionsto the
disabledstate.

Initialize thediscriminator: Theinitialization actiontakestheform of DMS
ACTION WRITE command(i.e., aCMIS create)andhasparameters47 to specify
all thediscriminatorattributes.

Suspendthediscriminator: The suspendactionis mappedto aDMS ACTION
WRITE command( i.e., a CMIS SET)whichwrites the locked administrative state.

When the discriminator is locked its behaviour is suspended. In the suspended

discriminator the attributes of the discriminator can be changed.

Resume the discriminator: The resume action is mapped to a DMS ACTION

WRITE command (i.e., a CMIS SET] to write the unlocked administrative state.

When the discriminator transitions to the unlocked state, the discriminator resumes

its behaviour.

Change the discriminator: The attribute change action is mapped to the DMS

ACTION WRITE command (i.e., a CMIS SET) to replace the attributes of the

discriminator construct, the discriminator output MAPDU, or discriminator output

destination address. The parameters of the DMS WRITE command map to the
attributes of the discriminator.

E.2.3. The Discriminator GDMO

The discriminator object class is used to define the criteria for controlling management

service. The semantics of the object class, namely its attributes and behaviour are described

in the behaviour description. The following description follows the requirements of ISO

international standard ISO/IEC 10165 part 4 -- Generic Definition of Managed Objects

(GDMO).

discriminator MANAGED OBJECT CLASS

DERIVED FROM ---the space station's top object class:top;
CHARACTERIZED BY

discriminatorPackage
BEHAVIOUR DEFINITIONS

ATTRIBUTES

administrativeState

discriminatorPackage;
PACKAGE

discriminato_ClassBehaviour;

GET,---ATTRIBUTE_READ

47 Parameters of an action are the bit fields of the command.
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availabilityStatus PERMYIq'EDVALUES - Attribute-
ASN.1 Module.DiscriminatorAvailability GET, --- Read

destination Address

discriminatorConstruct

discriminatorlD

operationalState

usageState

outputMapdu
ACTIONS

Initialize -

GET-REPLACE, --- read or write

GET-REPLACE,

GET,

GET,

GET,

GET-REPLACE;

-- MAPS TO DMS ACTION_WRITE with

discriminatorlDParameter -- Mandatory (M),

discriminatolConstructParameter-- Optional (O),

outputMapduParameter -- O,

AttributeChange --- MAPS TO DMS ACTION_WRITE with

discriminatorlDParameter -- M,

discriminatorConstructParameter-- O,

outputMapduParameter -- O,
Terminate --- MAPS TO DMS ACTION_WRITE with

discriminatorlDParameter -- M,

Suspend -- MAPS TO DMS ACTION_WRITE with
discriminatorlDParameter -- M,

Resume ---MAPS TO DMS ACTION_WRITE with

discriminatorlDParameter -- M;

NOTIFICATIONS

stateChange,-- See State Change notification table of ISO/IEC 10164-2.

-- This notification maps to a DMS event notification.

attributeValueChange;;;--- See table 5 Attribute Value Change

Reporting parameters in ISO/IEC 10164-1. -- This notification

maps to a DMS event notification.

-- The above event notifications are defined in {recommendation X.731 [4] I ISO/IEC

10164-2], State Management Function and i{ Recommendation X.731 [3 } I ISO/IEC

10164-1], Object Management Function. These event notifications map to DMS

standard service events.

-- The issuing of the above event notifications could be controlled by the application

of a discriminator acting as an event notification forwarding discriminator. An

alternate but expensive use of bandwidth method of reporting the state changes would

be to use a TOL notification. The administrative, availability, usage, and operational

states are observable attributes in the RODB. A DMS standard service could scan
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theseattributesandoutputaISETelemetryObjectList (TOL) for discriminators.
ThescannerandTOL notificationsshallmeettheDMS TOL specifications.

CONDITIONAL PACKAGES
schedulerNamePRESENTIF theobjectsupportsan external scheduler;

REGISTERED AS {DSSRDB.Object_ID: ?? };

-- The above object is based upon the discriminator object in ISO/IEC 10165-2. The
standard discriminator could be used as the DERIVED FROM if the DMS standard services

supported the dependent standard object classes, attributes, notifications, and actions as

specified in the standard. Since, it was clear that DMS did not support the needed dependent

attributes, notifications, and actions it was necessary to repeat much of the GDMO of the

standard discriminator in the above template.

PACKAGE DEFINITIONS

External Scheduler

The semantics of the external scheduler package are described in Recommendation X.735 [7]

[ISO/IEC 10164-5]. and Recommendation X.735 [8] [ISO/IEC 10165-6]

schedulerName

ATTRIBUTES

schedulerName GET-REPLACE;

REGISTERED AS {smi2Package 2 }

PACKAGE

BEHAVIOUR DEFINITIONS

discriminatorClassBehaviour BEHAVIOUR

The behaviour of the discriminator is described by the discriminator model (section 1.2)

in this document. -- The behaviour maps to a part of a software application that supplies the
discriminator functions.

ATTRIBUTES DEFINITIONS

Destination Add_ ess

The semantics of the destination address attribute types are specified in the
destination Address attribute as described in the Discriminator Model.

destinationAddress ATTRIBUTE
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with ATI'RIBUTE SYNTAX Attribute-ASN.1Module.DestinationAddress;
MATCHES FORequality:

REGISTEREDAS (smi2AttributelD 89); -- Theattributeis mappedto a
DSSRDB.ATTRIBUTE_T.

Discriminator Construct

The semantics of the discriminatorConstrust attribute type are specified in the Discriminator
Model.

discriminatorConstruct ATTRIBUTE

WITH ATTRIBUTE SYNTAX Attribute-ASN1 Module.DiscriminatorConstruct;-

REGISTERED AS (smi2AttributeID 90); -- The attribute is mapped to a
DSSRDB.ATTRIBUTE T.

discriminatorlD

The semantics of the discriminator ID attribute type is used in naming instances of

discriminator object class. The discriminatorID is to be of the type, FILENAME.

discriminatorID ATTRIBUTE

WITH ATTRIBUTE SYNTAX-Attribute-ASN1Module.DiscriminatorID;

MATCHES FOR Equality, Substrings;

REGISTERED AS {smi2AttributeID 1 }; -- The attribute is mapped to a
DSSRDB.ATTRIBUTE_T.

The usageState attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributeID 39}; -- The attribute is mapped to a

DSSRDB.ATIRIBUTE_T.

Operational State

The operationalState attribute is specified in Recommendation X.731 ISO/IEC 10164-2,

REGISTERED AS {smi2AttfibuteID 35}; -- The attribute is mapped to a
DSSRDB.AT-FRIBUTE_T.
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Availability Status

The availabilityStatus attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 33 }; -- The attribute is mapped to a

DSSRDB.ATI'RIBUTE_T.

Administrative State

The semantics of the administrativeState attribute type are specified in the Recommendation
X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 31 }; -- The attribute is mapped to a

DSSRDB.ATYRIBUTE_T.

The output MAPDU

The semantics of the outputMapdu is described in the Discriminator Model.

outputMapdu ATTRIBUTE

WITH ATTRIBUTE SYNTAX-Attribute-DMSModule.DiscriminatorSyntax;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };

Scheduler Name

The semantics of the SchedulerName attribute type are specified in the Recommendation
X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 102 }; -- The attribute is mapped to a

DSSRDB.ATI'RIBUTE_T.

DMSModule.DiscriminatorSyntax

outputMapdu::= CHOICE OF

DMS ACTION_WRITE with parameters

DMS ATTRIBUTE_WRITE with parameters

--- DEFAULTS to NULL;

E.2.4 The DMS IRD Template

This section provides the DMS template per the DMS IRI). The template includes forms for

the DMS data objects and the managed object actions.
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DISCRIMINATOR DATA OBJECTS

Attributes
discriminatorlD

Description:

The discriminatorlD attribute identifies the instance of the discriminator

Constrains: The discriminatorlD will meet the object naming requirements and

valid name.

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

discriminatorConstruct

Description:

The discriminatorConstruct attribute specifies the logical test on the

information that is processed by the discriminator

Constrains: Processing per Event or Attribute constrains, semantics and processing

per ISO/IEC 10165-2 and ISO/IEC 10164
RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

administrativeState

Description:

The administrativeState attribute represents the locked and unlocked states.

When the discriminator is locked the discriminator construct attribute can be

replaced.
Constrains: Semantics ISO/IEC 10165-2 and ISO/IEC 10164

RODB Access: Read

RODB Processing: None

MODB Processing: None

operationalS tate

Description:

The operationalState attribute represents the object enabled and object
disabled states of the discriminator. Enabled means the discriminator has

been initialized and ready for use. Disabled means the discriminator is

inoperable.

Constrains: Semantics per ISO/IEC 10165-2 and ISO/IEC 10164

"_ 153



RODB Access: Read

RODB Processing: None

MODB Processing: None

usageState

Description:

The usageState attribute represents the idle and busy states. The idle state

means the discriminator is suspended. The busy state means the discriminate

is object enabled and being fully used.

Constrains: Semantics per ISO/IEC 10165-2 and ISO/IEC 10164

RODB Access: Read

RODB Processing: None

MODB Processing: None

availabilityStatus

Description:

The availabilityStatus attribute represents the schedule of the discriminator.

The availability status attribute has the values of off-duty or on-duty. Off-duty

indicates that the discriminator is currently not scheduled. The availability

status attribute is only used if the discriminate is instantiated with external or

internal scheduling capabilities.

Constrains: Semantics per ISO/IEC 10165-2 and ISO/IEC 10164

RODB Access: Read

RODB Processing: None

MODB Processing: None

schedulerName

Description:

The external scheduling is represented by a schedulerName attribute. When

the attribute is not NULL, then the state of the scheduler determines the

availability of the discriminator.

Constrains: Semantics per ISO/IEC 10165-2 and ISO/IEC 10164

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

outputMapdu
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Description:

The outputMapdu attribute specifies the MAPDU to be sent by the

discriminator.

Constrains: Per DMS ACTION and DMS WRITE specifications

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

Actions;

Initialize --- MAPS TO DMS ACTION_WRITE with

<discriminatorlDParameter>,

[discriminatorConstruc tParameter],

[outputMapduParameter],

AttributeChange --- MAPS TO DMS ACTION_WRITE with

<disc riminatorlDParameter>,

[discriminatorConstructParameter],

[outputMapduParameter],
Terminate --- MAPS TO DMS ACTION_WRITE with

<discriminatorIDParameter>,

Suspend --- MAPS TO DMS ACTION_WRITE with

<discriminatorIDParameter>,

Resume --- MAPS TO DMS ACTION_WRITE with

<discriminatorIDParameter>;
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The Space Station Command Sequencer Object

Requirements for the Command Sequencer

The Command Sequencer shall provide the following characteristics:

• The ability to replace a single step within a command sequence supplied by action

writes to the sequencer (Note the replacement of NULL steps allows the capability

to supplement behaviour.)

• The ability to replace a command sequence as a parameter supplied by an attribute

write command (Command sequences are executed in step order or to a specified

time-line.)

• The ability to store absolute times or delta times from the first step of a sequence

• The ability to determine status of the sequences to determine operational state,

enabled (initiated), or disabled (terminated) and determine the command sequence

step, usage state, idle (suspended), busy (executing)

• The ability to initiate, terminate, suspend, resume services

• The ability to suspend for a period of time or at a given sequenced command

• The ability to commence the sequence at any single step

• The ability to determine status of all of the instances of command sequences

through telemetry object list notifications

• The ability to send notification of sequencer state changes and attribute changes

when they occur to any authorized destination.

• The ability to have a user friendly interface when naming the command sequences

or when commanding the command sequences.

E.3.2 The Command Sequencer Model

The Command Sequencer is a management support object that provides management and

control of sequences of commands called procedures. One or more of these procedures can
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bestoredin files that arelinked to theCommandSequencer.Thesequencerexecutesthe
stepsof theprocedureeitherin thesuppliedorderor in accordancewith aspecifiedtime-
line. A special ability of the Command Sequencer is that it can be sent one or more attribute

write commands to replace a procedure in orbit-time 48.

E.3.2.1. The Normal Operation of the Command Sequencer

Figure l8 illustrates the Command Sequencer.

The Command Sequencer needs the following attributes to characterize its behaviour:

The operationalState attribute to indicate the object enabled (initialized) and the

object disabled (terminated) states of the sequencer.

The usageState attribute to indicate the functioning of the Command Sequencer.

The usage state includes idle (to indicate suspended Command Sequencer activity)

and busy (to indicate execution activity).

The schedulerName relationship attribute to identify an external scheduler (i.e.,

another sequencer) that can control the times when the sequencer is available and

on-duty or off-duty. The sequencer is on-duty as scheduled by an external scheduler

or by an internal schedule condition. Off-duty indicates that the sequencer has been

stopped by the schedule.

The availabilityStatus attribute to indicate when the sequencer is on-duty as

scheduled by an external scheduler or internal scheduler. The attribute values of

this attribute are on-duty and off-duty.

• The currentStep attribute to indicate the current command to be or being executed.

The fileList attribute to indicate the command files the Command Sequencer was

preloaded with when it was initialized.

The holdStep attribute to indicate the command sequence number at which the

sequencer usage state will become idle.

• The startTime attribute indicates when the command sequence became enabled.

48 Orbit-time is the period of time associated with a few orbits. This term is used in

preference to real-time because the context of real-time implies a fast reaction time.
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The lastCommandTime attribute indicates the time the last command in this

command sequence was executed.

The numberOfSequenceFiles attribute indicates the number of stored files in this

instance of the Command Sequencer.

The waitTime attribute indicates the time the sequencer will idle before executing.

If not off-duty, the sequencer at the completion of the wait time will transition from

idle (suspended) to busy (executing).

The sequencerlD to identify the instance of the sequencer.

A set of the sequencerlD attribute values are the actionSequeneerlDs assigned to

indicate that the commands were loaded by loadSequence commands received by

the Command Sequencer.

The fileList attribute has attributes to identify the parameters of the records of the

files. These attributes of the command record include:

- The fileID attribute identifies the file instances specifying the activity.

- The totalSteps attribute identifies the size of the sequence in the file.

The command sequeneeNumber attribute identifies the order of the steps in

the file.

The eommandAetion attribute provides the parameters of an action write

command or an attribute read or write command. One eommandAction

value (a command with all its parameter values) is associated with each

sequence number.

The absoluteOrDeltaTime attribute indicates if the time-line attribute value

is an absolute time given in GMT, or a delta time in integer seconds from the
first command in the list. One absoluteOrDetaTime attribute value is

associated with each sequence number.

The timeLine attribute identifies the time the commands are to be issued by

the Command Sequencer. One timeLine attribute value is associated with

each sequence number.
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The textDescription attributeprovidesthetextdescriptionsof theindividual
commands.OnetextDescription attributevalue(a string)is associatedwith
eachsequencenumber.

E.3.2.2. The Command Sequencer Waiting Services

The Command Sequencer has two waiting services which are established through service

commands. These service commands are initialization and holding. The initialization

command is started with an initialize sequencer command. The initialize sequencer

command specifies the fileList of the Command Sequencer (Note one or more of the fileList

identifiers can be an aetionSequeneelD). If the supplied file list identification attribute is

NULL, then the sequencer behaviour defaults to that of an actionSequeneelD sequencer

whose commands are loaded as the result of receiving attributeChange sequencer command

actions. The sequencer becomes object enabled after receiving an initialize action that has a

eurrentStep parameter. If the sequencer is not off-duty, then the sequencer starts and

becomes busy at the specified currentStep sequence number. The execution is stopped with
a terminate action.

The holding service is started with a suspend action command with an optional waitTime

parameter or an optional holdStep parameter. The holding service is released by a resume
action or the countdown of waitTime.

E.3.2.3. The Command Sequencer Behaviour

The command sequence behaviour is characterized by the following descriptions:

Upon receiving an initialize action command that includes a fileList parameter, a

currentStep parameter, an optional schedulerName parameter, and an optional waitTime

parameter for each file in the file list, then the Command Sequencer is instantiated with the

content of the files and the values of the parameters. The files contain command sequence

numbers, commands, time-lines, delta or absolute time indicators, and the text descriptions

of the commands. These parameters of the files form the command record object that is used
for command logging. After initialization, the DMS standard services are established for the

instantiated Command Sequencer. The required DMS services include the establishment of a

checkpoint journal, telemetry object list (TOL) scanner, a TOL notification, and a command

log. These services are commanded by sending initialization actions or attributeChange

actions (DMS ACTION WRITE) to the DMS System Manager. During the initialization, the

sequencer usage state is idle, the operational state is object disabled, and the availability state

(off-duty or on-duty) is determined by the operational state of the optional scheduler. After
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initialization the sequencer usage state becomes enabled and the operational state becomes

either idle or busy as determined by the wait'lime or the availabilityStatus for each file.

Upon receiving a resume action with an optional currentStep parameter, or an optional

waitTime parameter, the Command Sequencer starts at the specified sequence number after

the specified waitTime and executes the commands in time-line order as scheduled from the

first command in the file of command sequences. If the availability status is on-duff, then

the usage state becomes busy after the waitTime. During the wait time the usage state is idle

and the operational state is enabled. If the resume command does not contain a currentStep

parameter the Command Sequencer starts at the last executed step or if it has never been

busy the currentStep defaults to the first step.

The enabled, busy Command Sequencer samples the current time and stores the value in the

startTime attribute. The startTime attribute value is used as the dependent time-off-set for

the remaining commands if they have delta time values. If the commands have absolute

times identified, then the sequencer uses current time to countdown to the time when the

commands are issued. If any stored command as an absolute time less than the current time,

then that command is skipped and not executed.

The sequence continues in the busy usage state until it is commanded by a suspend action
command.

If commanded with a suspend action command with a waitTime parameter, then the

sequencer waits the specified time and continues. Delta time commands are suspended by

the waitTime, and upon resuming the busy usage state the sequencer stores a new startTime

value to be used in determining the time-line. Absolute-times commands passed over during

the waitTime are not issued by the sequencer. If commanded with a suspend action

command with a holdStep parameter, the sequencer enters the idle usage state after

executing the command and remains idle until it receives resume action command.

If a resume command with a currentStep parameter is received without a waitTime

parameter, then the sequencer goes to the new step on the next command and continues from

that point. The startTime attribute is updated when new eurrentStep is issued.

If an attributeChange action command is received, then the sequencer using the

attributeChange action command parameters replaces or adds the specified stored

command. If the attributeChange action command replaces a NULL command into the

sequencer, then the totalSteps attribute for the sequence is updated.
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The sequencer remains in the operational or usage state that it was in at the time of the

attributeChange action command was received. The reception of the attributeChange

action command action does not affect the ongoing current behaviour of the sequencer.

The sequencer continues until after the last command is executed or if a terminate action

command is received. Then the usage state transitions to idle and the operational state

transitions to disabled (i.e, terminated = idle AND disabled).

The sequencer always completes its current started behaviour. It can be changed only during

the periods between issuing commands.

E.3.2.4. The Command Sequencer Actions

The Command Sequencer has the following actions which command its behaviour:

The attributeChange action command has parameters indicating the filelD, the

command sequenceNumber, the command or its identification (If a command tag

or command identification is supplied, then DMS is expected to supply the

command to be included with all parameters set to the default values.), time-line

(either absolute or delta times from the first command), and text descriptions.

The resume action command has parameters to specify the sequencer ID, an

optional waitTime, and an optional currentStep.

E.3.2.5. The Command Sequencer Notifications and TOL

The Command Sequencer optional generates notifications for state and attribute changes.

The Command Sequencer can generate these notifications by using the event notification

services of DMS. A state change event sends the state change notification, and an attribute

change event sends the attribute change notification. Also, the Command Sequencer can be

supported by DMS standard services that generate a TOL to report the state changes and the

attribute changes. The sequencer TOL would include the following parameters:

• The

• The

• The

• The

• The

• The

• The

total number of sequencer files scanned in the TOL.

list of filelDs from which the sequencers were instantiated.

totalSteps in each file.

list of usageStates (idle/busy) for each filelD instance.

list of operationalStates (enabled�disabled) for each filelD instance.

lisI of availabilityStates (on-dlay/off-d_ty/NULL) for each filelD instance.

list of schedulerNames/NULL for each sequencerlD instance.
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Thelist of startTimes for each fileID instance.

The list of requested holdStep numbers for each filelD instance.

The list of waitTimes for each fileID instance.

The list of the currentSteps of each fileID instance.

The list of the currentTimes of each executing command of each fileID instance.
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E.3.3 The Command Sequencer GDMO

The Command Sequencer object class is used to define the commanding of management

operations. The semantics of the object class, namely its attributes and behaviour are

described in the behaviour description (section 2.). The following description follows the

templates of ISO international standard ISO/IEC 10165 part 4 -- Generic Definition of

Managed Objects (GDMO).

The Command Sequencer

Command Sequencer MANAGED OBJECT CLASS

DERIVED FROM ---the space station's top object class:top;

CHARACTERIZED BY sequencerPackage

sequencer PACKAGE
BEHAVIOUR DEFINITIONS sequencerClassBehaviour;

ATTRIBUTES

availabilityStatus PERMI'Iq'ED VALUES - Attribute-

ASN. 1 Module.DiscriminatorAvailability GET,

sequencerlD

operationalState

usageState
fileList

currentStep

holdStep
waitTime

startTime

lastCommandTime

numberOfSequenceFiles
ACTIONS

initialize

sequencerlD

fileList,

waitTime,

GET,

GET,

GET,

GET-REPLACE,

GET-REPLACE,

GET-REPLACE

GET-REPLACE

GET,

GET,

GET-REPLACE,

--- MAPS TO DMS ACTION _WRITE with

---Mandatory (M)

---optional (O)
--- O

SchedulerName --- O

attributeChange --- MAPS TO DMS ATTRIBUTE_WRITE with

sequencerlD,
filelD,

scquenceNumber,

command,

absolutcOrDeltaTimelnd,

timeLine,

---Mandatory (M)

---Mandatory (M)
--- M

--- M

--- M

--- M
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textDescription,
currentStep,

resume

sequencerID,

fileID,

currentStep,

waitTime,

terminate

sequencerID,

fileID,

suspend

sequencerID,
fileID,

waitTime,

holdStep;
NOTIFICATIONS

---O

--- O

---MAPS TO DMS ACTION_WRITE with

---Mandatory (M)

---Mandatory (M)
---- O

--- MAPS TO DMS ACTION_WRITE with

---Mandatory (M)

---Mandatory (M)

--- MAPS TO DMS ACTION_WRITE with

---Mandatory (M)

---Mandatory (M)
--- O

--- O

stateChange,-- See State Change notification table of ISO/IEC 10164-2.

This notification maps to DMS standard event services.

attributeValueChange;;;--- See table 5 Attribute Value Change

Reporting parameters in ISO/IEC 10164-1. This notification

maps to DMS standard event services.

-- The above event notifications are defined in { recommendation X.731 [4] I ISO/IEC

10164-2], State Management Function and in {Recommendation X.731 [3 } I

ISO/IEC 10164-1], Object Management Function.

-- The issuance of the above event notifications could be controlled by the application

of a discriminator acting as an event notification forwarding discriminator. An

alternate but expensive use of bandwidth would report the state changes in a TOL

notification. The administrative, availability, usage, and operational states are
observable attributes in the RODB. A DMS standard service could scan these

attributes and output a Telemetry Object List (TOL) for sequencers. The Telemetry

Object List (TOL) notification reports parameters of each sequencer and each file in

the sequencers. The TOL includes the total number of sequencer files, and the

sequencerlDs. For each sequencerlD the TOL includes the filelDs. The TOL

includes for each filelD the totalSteps, startTime, holdStep sequence number, the

waitTime, currentStep, and currentTime.

CONDITIONAL PACKAGES

schedulerName PRESENT IF the object supports an external scheduler;

REGISTERED AS {DSSRDB.Object_ID: ?? };
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Package Definitions

External Scheduler

The semantics of the external scheduler package are described in Recommendation X.735 [7]

[ISOflEC 10164-5] and Recommendation X.735 [8] [ISOflEC 10165-6]-- The scheduler

package attributes map into DMS ObjectlDs.

schedulerName

ATTRIBUTES

schedulerName GET-REPLACE;

REGISTERED AS {smi2Package 2 }

PACKAGE

Behaviour definitions

sequencerBehaviour BEHAVIOUR DEFINED AS

---The behaviour of the sequencer is described by the command sequence model (section

2.2) in this document. -- The behaviour is mapped to the application module that provides

the procedure of the sequencer.

Attributes definitions

The usageState attribute is specified in Recommendation X.731 ISOflEC 10164-2.

REGISTERED AS {smi2AttributelD 39 }; -- The usage state attribute is mapped to a

DSSRDB.ATTRIB UTE_T.

Operational State

The operationalState attribute is specified in Recommendation X.731 ISO/IEC 10164-2,

REGISTERED AS {smi2AttributelD 35 }; -- The attribute is mapped to a

I)S SRDB.ATI'RIB UTE_T.

Av_il;_bility Status

The availabilityStatus attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 33}; -- The attribute is mapped to a

I) S SRDB.ATI'RIB UTE_T.
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Scheduler Name

The semantics of the SchedulerName attribute type are specified in the Recommendation
X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 102}; -- The attribute is mapped to a

DSSRDB.Object ID T.

The semantics of the currentStep is described in the Command Sequencer model.

currentStep A'Iq'RIB UTE

WITH ATTRIBUTE SYNTAX-Attribute-DMSModule.CommandSequencer;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.A'Iq'RIBUTE: ??};

holdStep ATI'RIBUTE

WITH Aqq'RIBUTE SYNTAX-Attribute-DMSModule.CommandSequencer;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? }

File List

fileList A'I'rRIBUTE

WITH ATI'RIBUTE SYNTAX-Attfibute-DMSModule.CommandSequencer;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };

Last CommandTime

lastCommandTime ATTRIBUTE

WITH ATTRIBUTE SYNTAX-Attfibute-DMSModule.CommandSequencer;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };
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Number Of Sequence Files

numberOfSequenceFiles ATI'RIBUTE
WITH A'Iq'RIBUTE SYNTAX-Attribute-DMSModule.CommandSequencer;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };

Start Time

startTime ATTRIBUTE

WITH ATTRIBUTE SYNTAX-Attribute-DMSModule.CommandSequencer;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };

sequencerlD ATTRIBUTE
WITH ATTRIBUTE SYNTAX-Attribute-DMSModule.CommandSequencer;

MATCHES FOR Equality, Substrings;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };

Wait Time

waitTime ATTRIBUTE

WITH Aqq'RIBUTE SYNTAX-Attribute-DMSModule.CommandSequencer;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ??};

DMSModule.CommandSequencer

AbsoluteTime::= GMT

currentStep: := INTEGER

HoldStep: := INTEGER

FileList::= SEQUENCE_OF Files

Files: := SEQUENCE_OF
filelD FilelD

totalSteps TotalSteps

commandSteps
absoluteOrDeltaTimelnds

timeLines TimeLine

DMS ACTION

TimeFlag
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textDescriptions PRINTABLE TEXT
FileD::= File_Name

DMS ACTION::= CHOICE OF {DSSRDB.ATI'RIBUTE WRITE,

DSSRDB.ACTION_WRITE }

DeltaTime::- INTEGER --- represent the integer number of seconds to the next time
LastCommandTime::= GMT

NumberOfSequnceFiles::= INTEGER
StartTime::= GMT

SequencelD::= DSSRDB.ATTRIBUTE_T

TimeFlag::= BINARY .... one indicate absolute times, zero indicates delta times
TimeLine::= CHOICE OF

AbsoluteTime

DeltaTime

TotalSteps::= INTEGER

WaitTime::= INTEGER --- represent the integer number of seconds to wait

E.3.4 The DMS IRD Template

This section provides the DMS template per the DMS IRD. The template includes DMS

forms for the DMS data objects and DMS ACTION WRITES.

Attributes

sequencerlD

Description:

The sequencerlD attribute identities the instance of the sequencer

Constrains: The sequencerlD will meet the object naming requirements and it shall

be a valid name. The name shall be of the type File_Name.
RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

operationalState

Description:

The operationalState attribute represents the object enabled and object

disabled states of the discriminator. Enabled means the sequencer has been
initialized and commanded to issue commands. Disabled means the

WaitTime is inoperable.

Constrains: Semantics per ISO/IEC 10165-2 and ISO/IEC 10164

RODB Access: Read

RODB Processing: None
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MODB Processing: None

usageState

Description:

The usageState attribute represents the idle and busy states. The idle state

means the discriminator is suspended. The busy state means the object is

enabled and being fully used.

Constrains: Semantics per ISOflEC 10165-2 and ISO/IEC 10164

RODB Access: Read

RODB Processing: None

MODB Processing: None

availabilityStatus

Description:

The availabilityStatus attribute represents the schedule of the sequencer.

The availability status attribute for the values of off-duty or on-duty. Off-duty

indicates that the discriminator is currently not scheduled. The availability

status attribute is only used if the sequencer is instantiated with external or

internal scheduling capabilities.

Constrains: Semantics per ISO/IEC 10165-2 and ISO/IEC 10164

RODB Access: Read

RODB Processing: None

MODB Processing: None

schedulerName

Description:

The external scheduling is represented by a schedulerName attribute. When

the attribute is not NULL, then the state of the scheduler determines the

availability of the Command Sequencer. The schedulerName shall be of type

File_Name.

Constrains: Semantics per ISO/IEC 10165-2 and ISO/IEC 10164

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

startTime

Description:

The startTime attribute reports the time when the sequence started.

Constrains: The start time shall be reported as GMT.
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RODB Access: Read

RODB Processing: None

MODB Processing: None

lastCommandTime

Description:

The lastCommandTime attribute has the value of two when the last

command sequence was issued.

Constrains: The lastCommandTime shall be reported as GMT

RODB Access: Read

RODB Processing: None

MODB Processing: None

currentStep

Description:

The currentStep attribute reports the next command to be issued.
Constrains: INTEGER.

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

holdStep

Description:

The holdStep attribute reports the command step where the command

sequence will become idle.
Constrains: INTEGER.

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

numberOfSequenceFiles

Description:

The numberOfSequenceFiles attribute reports the number of filelDs with

command sequences in the sequencer.

Constrains: INTEGER.

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None



fileList
Description:

The fileList attribute is sequence of files. Each file is a sequence of records

consisting of the following parameters: filelD, totalSteps, CommandSteps,

AbsoluteOrDeltaTimelndicators, a time-line, and a set of text descriptions.

Constrains: Sequence files with of Sequence of command records.

RODB Access: Read/Write

RODB Processing: None

MODB Processing: None

Actions;

initialize --- MAPS TO DMS ACTION_WRITE with

<sequencerlDParameter>,

[FileListParameter],

[waitTimeParameter],

[SchedulerNameParameter],

attributeChange --- MAPS TO DMS ACTION_WRITE with

<sequencerlDParameter>,
<filelDParameter>

<sequenceNumberParameter>
<commandParameter>

<absoluteOrDeltaTimelnd,Parameter>

<timeLineParameter>

<textDescriptionParameter>

<currentStepParameter>
resume --- MAPS TO DMS ACTION_WRITE with

<sequencerlDParameter>;
<filelDParameter>

[currentStepParametcr]

[waitTimeParameter]

terminate --- MAPS TO DMS ACTION_WRITE with

<sequencerlDParameter>
<filelDParameter>

Suspend --- MAPS TO DMS ACTION_WRITE with

<sequencerlDParameter>
<filelDParameter>

[waitTime]

[holdStep]
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APPENDIX F

PROPOSED SPACE STATION OBJECT AND RELATIONSHIP ATTRIBUTES

MITRE recommends the adoption of a set of standard attributes and relationship attributes

for use in describing the configurations of the space station systems, elements, and payloads

that interface with ISE. This document provides a proposed candidate list for these

attributes. The developers of the ISE could assist in this standardization process by using

this list to develop a set of standard attributes along with the semantics needed for ISE to

perform its system control function.

The following discussion proposes object and relationship attributes for the on-board

managed objects 49 that have attribute values of interest to the ISE. Object attributes are

features and characteristics that describe the object or its behaviour. Relationship attributes

are object attributes that relate two or more objects, for example, objects operating together

in a station mode, back-up objects, or backed-up objects, etc. The attributes described may

be included as necessary in the definitions of the managed object classes to describe the state

or status of resources important to ISE, the crew, or the ground.

F.1 Object Attributes and Relationship Attributes Requirements

To meet the program requirements (JSC 31000), the ISE needs the capability to perform the

system control function for the on-board systems, elements, and payloads. In performing the

system control function, it could be determined that derived requirements are the following
abilities:

• The ability to relate a remote power circuit breaker (RPC) to a managed object

49 Managed objects: A managed object is an abstract representation of the resources of a

managed system. The management of these resources requires a management view of

the logical and physical identities within the managed system. Managed objects have

attributes, actions (commands), notifications, and behaviour, and the managed object

behaviour is the result of either changing attribute values, commanding actions to change

the managed process, changing the managed object's environment, or changing the

behaviour rules associated with the managed object. Examples of managed objects are

systems, elements, payloads, orbital replaceable units, standard data processors, mass

storage units, pumps, sensors, effectors, etc.
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The ability to relate backed-up and back-up managed objects as necessary in each

managed object (This ability may already be available by using the DMS object

class, Logical_Name.)

The ability to relate hot-standby and cold-standby to backed-up and back-up

managed objects

The ability to determine if managed objects are members of the station modes (This

ability may be not be needed if the mode capabilities of all managed objects are

predefined and static.)

The ability to relate augmented caution and warning services to managed objects

within the systems, elements, and payloads

The ability to relate a set of attribute values to states and statuses of the managed

objects (This includes the international standard attributes of availability status,

procedural status, and control status.)

The ability to convey a status of command-waiting (or two stage command status)

to any authorized command source

• The ability to relate special inhibits of functions to a managed object

F.2 SSFP Managed Object Attributes and Relationship Attributes

In order to minimize the complexity of its interfaces and the overall processor loading, the

ISE needs to define a standard set of on-board managed object attributes. International

standards for the management of open systems define attributes for the state, status, and

relationship attributes of managed objects. The international standard state and status

attributes of managed objects are the operational states, usage states, and administrative

states and the procedural status, alarm status, availability status, and control status attributes.

A set of operational, usage, procedural, alarm status, availability status, and control status
attributes is defined in international standard ISO/IEC 10164-2. The proposed relationship

attributes for Freedom are modeled as one-way and two-way relationships as defined in

international standard ISO/IEC 10164-3. Many of the proposed and relationship attributes

are defined in international standards ISO/IEC 1(1164-2, and 10164-3.

174



F.2.1 Object Attributes

The following state and status attributes are defined in international standard ISO/IEC

10164. These state and status attributes may be used as appropriate for each on-board

managed object class:

The operationalState 50 attribute to indicate that the managed object is enabled 51

(initialized) and the managed object is disabled (terminated)

The usageState attribute to indicate the function of the managed object. The usage

state includes idle (to indicate no current usage), active (to indicate current usage

with spare capacity), and busy (to indicate current usage without spare capacity)

The administrativeState attribute to indicate the Tier 1 administrative control of

the managed object. The administrativeState has three attribute values. These

three values are called locked, unlocked, and shuttingDown and are described

further in ISO/IEC 10164-2, clause 7.1.3.

The alarmStatus attribute to indicate the managed object's alarm status. The

alarmStatus has the following possible attribute values:

UnderRepair: The object is currently being repaired. When the

underRepair value is present, the operational state of the managed object is
disabled or enabled.

AlarmOutstanding: One or more FDIR alarm messages with probable cause

indicating a fault has been reported for the managed object and has not been

cleared. (Note: alarm messages are defined in ISO/IEC 10164-4.) These

faults may or may not have been disabling. If the operational state is enabled,

additional attributes particular to the object class, such as built-in test results,
indicate the services that are affected and the nature of the fault.

Critical: The critical severity level indicates immediate corrective action is

required.

50 In this document, the international method of creating object class, attribute type, and

attribute value names is used. To make a name, descriptive phrases are concatenated and

capital letters start each word in the concatenation.

51 In this document, the attribute values of the state attributes are italic.
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Major: Themajor severitylevel indicatesurgentcorrectiveactionis
required.

Minor: Theminor severity level indicates corrective action should be taken

to prevent serious failure.

The proeeduralStatus attribute to indicate the run-time envelope supporting the

initialization and termination of Freedom managed objects. This includes the

initial start-up of the station, the start-up of partial assemblies, the start-up from a

shut down, the sectional start-up from a component failure, the sectional start-up

from sectional upgrades of hardware or software, the recovery from power outages,

and the activation of an off-line or standby unit as part of FDIR. If empty, then

none of the following conditions is present It can have one or more of the

following values, not all of which are applicable to every class of managed object:

lnitializationRequired: The managed object requires initialization before it

can be available for use, and this procedure has not been initiated. The

manager (Tier 1) may be able to invoke such initialization through an action

command. The operational state is disabled,

Initializing: The managed object requires initialization before it can be

available for use, and this procedure has been initiated but is not yet complete.

When the condition is present, the initialization required condition is absent

since initialization has already begun. The operational state is disabled.

Reporting: The managed object is in the process of reporting (generating a

notification as part of its predefined managed object behaviour). When the

condition is present, the operational state is enabled.

Terminating: The managed object is in the process of transiting to the

dormant state. When the condition is present, the operational state is enabled.

The availabilityStatus attribute to support the determination of the managed

objects. If empty, then none of the following conditions is present. It can have one

or more of the following values, not all of which are applicable to every class of

managed object onboard the space station:

InTest: The managed object is undergoing a test procedure. If the

administrative state is locked or shutting down, then normal users are
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precludedfrom usingtheobjectandthecontrolstatusattributehasthevalue
reservedForTest.Teststhatdo notexcludeadditionaluseof theobjectdo
not requiretheestablishmentof thereservedForTestvaluein thecontrol
statusattribute.

Failed: Themanagedobjecthasa fault thatpreventstheobject from

operating correctly. The failure has been detected by an internal check, as

opposed to human speculation. The operational state is disabled.

PowerOff: The managed object requires power to be applied and is not

powered on. For example, a standby unit that has not failed. The operational
state is disabled.

OfrLine: The managed object requires some switching operation (sequence

of commands) to be performed to make it available for use. The switching

operation may be manual or automatic or both. The operational state is object

disabled. (The off-line attribute could help determine the station dormant

mode. In combination with the powerOff state, the station dormant status is

determined.)

OffDuty: The managed object has been made unavailable in accordance with

an on-board operating plan. Some command and control processes within the

command and control structure have taken the managed object out of service

at a scheduled time. The operational state is enabled or disabled.

Dependency: The managed object cannot operate because some other

resource on which it depends is disabled. For example, a device is not

accessible because its controller is poweredOff. The operational state is
disabled.

Degraded: The managed object has degraded in service, such as in speed or

operating capacity. Failure of test or an unacceptable performance
measurement has established that some or all services are not functional or are

degraded due to the presence of a defect, fault, or error. However, the

managed object remains available for service, either because some services

are satisfactory or because degraded service is preferable to no service at all.

Object specific attributes may be defined to represent further information.

For example, the failure isolation and recovery services may indicate which

services arc not functional. The operational state is enabled.
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Notlnstalled: The managed object is not installed or is incompletely

installed. For example, a plug-in module is missing or a cable is

disconnected. The operational state is disabled.

LogFull: The managed object class of log is reporting a log full condition

indicating that the managed object class instance is not available.

The controlStatus attribute is the set of attributes that support the operations for

management service controls. These attributes are related to command inhibits,

command constraints, command overrides, command interlocks, and command

procedures. If empty, then none of the following conditions is present. It can have

one or more of the following values, not all of which are applicable to every class

of managed object:

SubjectToTest: The managed object available to normal users but tests may

conducted. The since the object is available to normal users its administrative
state is unlocked.

PartOfServicesLocked: This value indicates whether a Tier 1 inhibit has

administratively restricted a particular part of a service from the users of the

managed object (system, element, or payload). Examples are command

constraints, or outgoing message discriminators on FDIR reports or TOLs.
The administrative state is unlocked.

ReservedForTest: The managed object has been made administratively

unavailable to normal users because it is undergoing a test procedure. The
administrative state is locked.

Suspended: Service has been administratively suspended to the users of the

resource. The administrative state is unlocked.

F. 2.2 Relationship Attributes

This section includes relationship attributes for use in describing the configuration of the

space station systems that interlace with ISE. These relationship attributes may be adopted

as appropriate for each on-board managed object class.

The functionlnhibit attribute is used in a managed object definition to identify the
list of functions that can be inhibited. The functionlnhibit attribute is not defined

in international standards. The function inhibit attribute is an array with two sub-

178



attributesfor eachfunctionthatmaybeinhibited. The first sub-attribute is the data

object identification of the function. The second sub-attribute is the current state of

the access control of this command (i.e., function is inhibited or uninhibited). The
function inhibit attribute is set-valued and read-write. The functions of the

managed objects that can be inhibited can be considered modes, or groups of

command constraints depending on the designer's implementation of the behaviour

(the software application) of the managed object.

The RPCObject attribute is used in an on-board managed object definition to

identify the remote power controller (RPC) suppling power to the managed object.

The RPCObjeet attribute is not defined in international standards. The RPC

attribute is a list of managed object identifiers and corresponding RPC. In the ISE,

the attribute contains all of the RPC and the corresponding managed object
connected to each. The attribute is set-valued and read-write.

The baekupObjeet attribute can be included in defined managed objects to identify

a managed object acting in a back-up role with respect to it. The baekupObjeet

attribute is defined in international standard ISO/IEC 10164-3. The back-up object

attribute is single-valued and read-only, although its value is NULL if the managed

object that owns the attribute is currently active and not in need of back-up service.

The back-up object attribute forms the back-up object parameter defined in the

alarm reporting function standard (ISO/IEC 10164-4). The ISE assumes that each

managed object would contain this attribute if it were capable of being backed up.

The baekedUpObjeet attribute can be included in defined managed objects to

identify a managed object acting in a backed-up role with respect to it. The

baekedupObjeet attribute is defined in international standard ISO/IEC 10164-3.

The backed up object attribute is single-valued and read-only, although its value is

null if the managed object that owns the attribute is not currently active as a back-

up on behalf of any other object. The ISE assumes that each managed object would

contain this attribute if it were capable of being backed up.

The stationMode attribute (a member object attribute) is proposed to indicate the

relationship to each station mode. The stationMode attribute is not defined in

international standards. There would be values of this attribute equal to the names
of the station modes. The station mode attribute would be used for access control

of the capabilities of the managed object. The member object attribute is set-valued
and read-write.
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The commandWaiting status attribute is part of the command structure that allows

any managed object to report that the action requested is waiting a precondition.

The commandWaiting attribute is not defined in international standards. The

commandWaiting attribute is a way to communicate to the managing system

preconditions for an action that is currently pending in the managed object. For

example, some contained managed object is not in the correct state. The managed

object is waiting for the state to change or it is waiting for an action that will result

in the correct state. The commandWaiting attribute is multiple valued and

contains the commandlD that is waiting.

The standbyStatus attribute is used only if a back-up relationship exists. The

standbyStatus attribute indicates if the back-up managed object is a hot standby, a

cold standby or providing service. The attribute is single-valued and read-only.

The standby status attribute has the following attribute values:

ProvidingService: The back-up resource is providing service and is backing

up another resource. The providing service condition is mutually exclusive

with the hot standby and cold standby conditions.

HotStandby: The resource is not providing service but is operating in

synchrony with another resource that is to be backed-up (e.g., a computer

shadowing another computer). A resource with a hot standby status will be

immediately able to take over the role of the resource to be backed-up,

without the need for initialization activity, and will contain the same

information as the resource to be backed-up. The hotStandby condition is

mutually exclusive of the eoldStandby and providingServiee conditions.

ColdStandby: The resource is to back-up another resource, but is not

synchronized with that resource. A resource with a cold standby status will

not be immediately able to take over the role of a resource to be backed up,

and will require some initialization activity.

F.3 The Attribute GDMO

The on-board object class is used to define the criteria for controlling management service.

The following description follows the requirements of ISO international standard ISO/IEC

10165 part 4 -- Generic Definition of Managed Objects (GDMO). The attributes described

are optional and are to be included only as necessary in the definitions of the object classes.
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SSFPManagedObjectMANAGED OBJECTCLASS
DERIVED FROM ---thespacestation'stopobjectclass:
CHARACTERIZED BY

ATTRIBUTES
operationalState GET,
usageState GET,
administrativeState GET,
alarmStatus GET,
proceduralStatus GET,
availabilityStatus GET,
controlStatus GET,
standbyStatusGET,
commandWaiting
functionlnhibits
override
rpcObject
backupObject
backedUpObject
stationMode

root;

GET,
GET-REPLACE,
GET-REPLACE,
GET-REPLACE,
GET-REPLACE,
GET-REPLACE,
GET-REPLACE;

Operational State

The operationalState attribute is specified in Recommendation X.731 ISO/IEC 10164-2,

REGISTERED AS {smi2AttributelD 35}; -- The attribute is mapped to a
DSSRDB.ATTRIBUTE_T.

The usageState attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributeID 39 }; -- The attribute is mapped to a

DSSRDB.ATTRIBUTE_T.

Administrative State

The semantics of the administrativeState attribute type are specified in the Recommendation
X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributeID 31 }; -- The attribute is mapped to a

DSSRDB.ATTRIBUTE_T.
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The alarmStatus attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttfibutelD 32 }; -- The attribute is mapped to a

DSSRDB.ATI_IBUTE_T.

Procedural Status

The proceduralStatus attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 36 }; -- The attribute is mapped to a

DSSRDB.ATTRIBUTE_T.

Availability Status

The availabilityStatus attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 33 }; -- The attribute is mapped to a

DS SRDB.A'I'rRIB UTE_T.

£.Qmr..o.l_SJam 

The control status attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 34 }; -- The attribute is mapped to a

DSSRDB.Aq'TRIBUTE_T.

, alldln SJatm

The standby status attribute is specified in Recommendation X.731 ISO/IEC 10164-2.

REGISTERED AS {smi2AttributelD 37}; -- The attribute is mapped to a

DSSRDB.ATTRIBUTE_T.

Command Waiting

The commandWaiting attribute is the identification of the command that is waiting the

change of attribute values or states before the command is executed.

CommandWaiting ATTRIBUTE
WITH ATTRIBUTE SYNTAX-Attribute-DMSModule.ISECommonAttributes;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };
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Function Inhibit

The functionlnhibit attribute is the identification of the functions and the state of inhibit for

each function in the managed object. This attribute is present only if the managed object has

functions that needs to be constrained or is defined to have modes that are sets of constraints.

The attribute values of the inhibitState of functionlnhibit are inhibited or uninhibited.

functionlnhibit ATTRIBUTE

WITH ATI'RIBUTE SYNTAX-Attribute-DMSModule.ISECommonAttributes;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };

I_PC Object

The RPCObject attribute is the identification of the connection between the managed object

and its RPC.

RPCObject ATI'RIBUTE
WITH ATTRIBUTE SYNTAX-Attribute-DMSModule.ISECommonAttributes;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATI'RIBUTE: ?? };

l aamlz_O.kir 

The backupObject attribute is the identification of the back-up managed object(s).

backUpObject ATTRIBUTE
WITH ATTRIBUTE SYNTAX-Attribute-ASN 1Module.B ackUpRelaltionshipObject;

MATCHES FOR Equality;

REGISTERED AS { smi2AttributelD 40};

Backed-Up Object

The backedUpObject attribute is the identification of the backed-up managed object(s).

backedUpObject ATI'RIBUTE
WITH ATTRIBUTE SYNTAX-Attribute-ASN 1Module.BackUpRelaltionshipObject;

MATCHES FOR Equality;

REGISTERED AS { smi2AttfibutelD 41 };
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The stationMode attribute is the identification of the station modes that the managed object

supports.

stationMode ATTRIBUTE

WITH ATTRIBUTE SYNTAX-Attribute-DMSModule.ISECommonAttributes;

MATCHES FOR Equality;

REGISTERED AS {DSSRDB.ATTRIBUTE: ?? };

DMSModule.ISECommonAttributes

CommandWaiting::= SET OF {CommandlD }

Functionlnhibit: :=SET OF {Inhibits }

Inhibits:: SEQUENCE {
functionlD

functionlnhibitState
ObjectlD

InhibitState }

InhibitState::= ENUMERATED .... [ 1] inhibited, [2] enabled

RPCObject::= SET OF{ RPControllers- }

RPControllers-::= SEQUENCE {

objectlD

rpclD

DistinguishedName

DistinguishedName }

StationMode: := SET OF{

systemMode Integer }

v
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APPENDIX G

LOG CONTROL FUNCTION

This section of the document describes the log 52 control function that may be used by

application processes in the Space Station Freedom Program. The log control function is

proposed to meet the requirements of the SSFP Tier 1 to monitor and control the logging of

log records 53 representing commands, reported event notifications, TOLs (reported

summarization reports), security breach notifications, all alarm notifications, and all FDIR

notifications. The ISE as part of Tier 1 needs a flexible logging report control service that

allows ISE to preserve information about commands and events that may have occurred or

operations that may have been performed by or on various objects. In the on-board systems

various DMS resources (Mass Storage Unit, SDP memory, NOS memory, etc.) may store

such information. The Tier 1 components (ISE, SSCC, and POIC) will model these

resources as logs and log records contained in the logs. The type of information that is to be

logged may change from time to time, and furthermore, when such information is retrieved

from a log, the Tier 1 component must be able to determine whether any records were lost or

whether the characteristics of the records stored in the log were modified at any time.

Thus, Tier 1 needs a flexible log control service that allows selection of records to a

particular log. Tier 1 needs the ability to modify the criteria used in logging records. Tier 1

needs the ability to determine whether the logging characteristics were modified or whether

log records have been lost. Tier 1 needs a mechanism to control the time during which

logging occurs, (for example, suspending logging of TOLs during times when the space

network is communicating to the SSCC and resuming logging of selected TOLs during the

zone of exclusion [ZOE]). Tier 1 needs the ability to retrieve and delete selected log records.

And Tier 1 needs the ability to "initialize and enable" (create) logs and "shutdown, terminate,

make dormant" (delete) logs.

A standard log control management function that provides these basic needs would provide a

systematic and flexible command structure. The following sections include description of

the log control function standardized by ISO/IEC. This log control function meets the needs

of the Tier 1 components. Section 5 of this document includes findings, recommendations,

trades, and risks associated with this design of a standard log control function.

52 Log: A log is a management support object class that models resources used as a

repository for log records.

53 Log record: A log record is a management support object class that models units of

information stored in a log.
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G.I The Model of the Log Control Function

Each Freedom object needs a DMS STSV for the logging of event notifications and

commands. The objects, systems, elements, and payloads with their attributes and their

event notifications will send messages to Tier 1 components. Some of these messages will

be notifications that are stored in object defined log records. The objects, systems, elements,

and payloads are to be defined in accordance with appendix D, the Flight Software Data and

Object Standard of the DMS ACD, (NASA, 1991 [SSP 30261]). This data standard refers to

an applicable document, the SMI, ISO/IEC 10165. SMI part 2 contains the ISO attributes

and objects used for managing log controls as described in ISO/IEC 10164-6, Information

Processing Systems - Open System Interconnection - System Management - Part 6: Log

Control Function. The ISO/IEC IS 10164-6 standard provides a standard way of managing

logs. The SMI standard fISt, 199I [10165]) defines syntax for the attributes, objects, and

the generic notification of the log control function. The ISO/IEC 10164-6 standard describes

how the attributes, and objects of the event manage function work together to provide the log

control function. The ISO/IEC standard 10164-6 provides detail on the attributes and objects

for the log control function, and it consistently defines terms that comply with the Basic

Reference Model (ISO, 1984 [7498-1]), the Open System Management Framework (ISO,

1989 [7498-4]), the CMIS (ISO, 1990 [9595]), the Open System Management Overview

(ISO, 1991 [10040]), and the other parts of ISO/IEC 10164.

The standard ISO/IEC 10164-6 specifies the log control function services as a generic

storage resource that stores copies of information and is controllable with log control

commands. The log is a repository for records. The records contain logged information.

Information to be logged is obtained from reported event notifications, object management

notifications, state management change notifications, relationship change notifications,

commands, C&W alarm notifications, FDIR alarms, security breach notifications, and

communication protocol data units. The log object provides the generic storage resource that

is controlled with log control commands.

The log object class is characterized by ISO/IEC 10165-6 as having the following attributes:

A log identifier, uniquely identifying an instance of a log in terms of where it is
contained

An administrative state, operational state, and availability status, representing the

object states of the log

The time during which logging is active (This attribute is supported by the

conditional scheduling packages. See section 4.5, The Event Control Function.)
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A descriptionof thetypeof information to be logged(Thisattributeis supportedby
thediscriminatorconstructattribute. Seesection4.5.)

• Themaximumlog size

• Thecurrentlog size

Thenumberof recordscurrentlyin thelog (Togetherwith thecurrentlog sizethis
is usedto obtainanestimateof theaveragerecordsize,andtherefore,thenumber
of recordsthat canstill belogged.)

• Thelog full behaviourwhenits maximumcapacityis reached

Thecapacityalarmthresholdsdefinedaspercentagesof themaximumlog size
(Thesecapacityalarmthresholdsareusedto generateeventsthatindicatevarious
levelsof the log full conditions.This propertyis supportedby thethreshold
attribute.)

Thelog objectalsohastheobjectmanagementnotificationsthataregeneratedwhenthelog
is initialized andenabled(created);shutdown,disabled,andmadedormant(deleted);
suspended;resumed;andmodified. (This propertyis supportedby theobjectcreation,object
deletion,statechange,andattributechangenotificationof ISO/IEC 10164-1andISO/IEC
10164-2.)

TheISO/IEC 10165-6standardspecifiesthebehaviourof the log. The log behaviouris
determinedby its stateattribute,availability status,schedulingpackages,andits
discriminatorconstruct. Thebehaviourof the log is characterizedby thefollowing rules:

Thelog storesrecordsin theorderin whichtheyarepresentedfor logging. New
recordsthatpassthediscriminatorconstructtestwill only bestoredif the log is in
theunlockedadministrativestateandis not in theenabledandlog-full (for a log
that halts),disabled,or oil-duty state.

Whena log is in the"locked" administrativestate,thelog will not storenew
recordsandrecordscontainedin thelog areavailablefor retrieval. When thelog is
in the"unlocked"administrativestate,recordscurrentlycontainedin the log canbe
retrievedunlessthelog is in the"disabled"operationalstate.

Thelog operationalstatecannotbechangedby direct commandaction,but reflects
the internalactivity of the log. For thebehaviourof the log, whenthemaximum
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log sizehasbeenreached(thelog-full availability status),two optionsaredefined.
Thelog mayeitherhalt loggingor the log maywrap. A log thathaltsupon
reachingthelog-full conditionwill alwaysgenerateacapacitythreshold
notification thatindicatesthat thisconditionhasbeenreached.The behaviourof
suchalog correspondsto alog that discardsnew informationin preferenceto older
information. A log thatwrapsuponreachingthelog full conditionwill discardan
integralnumberof recordsin orderto log newrecords.Thelog mayalsogenerate
acapacitythresholdeventnotification indicatingthat anewwrap hasoccurred.
Thewrap log correspondsto a log thatdiscardsold information in preferenceto
newinformation. Every log mustbeableto supportthehalt typebehaviour;
supportfor thewrap behaviouris optional.

Themanagementof the log is throughthemodificationof the log object'sclassattribute
values,thoughrestrictionsdoexist. Forexample,themaximumlog sizeattributemaynot be
modified to a valuelessthanthecurrentsizeof the log. Wheneveranattributeis modified
(viasetcommandlike DMS-WRITE), anattributechangenotification is generated.This
notification,dependingon theassertionsof its correspondingeventforwarding
discriminators,will besentto theTier 1componentsidentified by theeventforwarding
discriminators.To verify anddeterminethestatusof theaccuracyof informationcontained
in a log, thediscriminatorpasseseventsfor the log identified. This is doneby reading(via
DMS-READ) thediscriminatorconstructin the loggingsystem(historystandardservice).
Oncethelog recordobjectspertainingto the log havebeenidentified,thehistoryof the log
canbe reconstructed.

Thestandardspecifiesthe log control function's mandatoryattributesasfollows:

• Thelog ID identifiesthe instanceof a log object.

Thediscriminator construct tests the information that is to be logged. The

discriminator construct operates on any of the parameters (the fields of the

notifications or messages) of the information to be logged.

The administrative state represents the capability of the log to function. The

standard defines the following administrative states:

- The log unlocked state is for logging and retrieval or records

- The log locked state makes the log unavailable for logging of new records.

The availability status qualifies the operational state of the log. The attribute may

indicate a "log-full" condition.
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The maximum log sizespecifiesthesizeof the log measured in octets. A log may

be of an indeterminate size. A maximum log size of zero specifies that the log size

has no predefined limit.

The current log size specifies the current size of the log measured in octets and is

based upon the actual amount of information that is contained in the data

representation used in the log. The log size does not include any overhead.

Immediately after the initialization and log enable (creation), the current log size

should be zero.

• The number of records specifies the current records in the log.

The capacity alarm threshold specifies, as a percentage of the maximum log size,

the values at which a threshold event notification will be generated to indicate

either a full log or log wrap condition. The attribute is set-valued (via DMS-

WRITE). The attribute must support the halt behaviour. When a log has the wrap

option, the capacity threshold events are triggered as if coupled to a gauge that

counts from zero to the highest capacity threshold value defined and then resets to

zero.

The log full action specifies what behaviour is selected when the log reaches its

maximum size. The value of the attribute is wrap or halt.

The standard specifies the three conditional scheduling packages for a log instance. The

scheduling packages are the daily scheduling package, the weekly scheduling package,

and the external scheduler scheduling package. These scheduling packages are the same

as those specified for the event report function (see section 4.5).

The standard specifies that log records are managed as objects that represent information

stored in logs. The log record managed object class serves as a superclass for other record

classes. As part of the specialization of the log record class, additional attributes may be

assigned to the new subclass. The log record class has the following properties:

A log record identifier

A logging time

An object creation notification

An object deletion notification

The standard specifies a log record behaviour as follows:
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Log recordsarecreatedasaresultof aneventnotificationor side-effectof some
managementoperation,theyarenotcreatedexplicitly by managementoperationsor
commands.

Log recordsmay beretrievedanddeleted; theattributesof a log recordcannotbe
modified.

Theoperationsperformedona log recorddependon thestateof the log in which
therecordsarecontainedandmayalsobesubjectto accesscontrolsecurity
constraints(e.g.,commandinhibits).

Thestandardspecifiesthe log recordmandatoryattributesasfollows:

The log recordID identifieseachrecordin thelog. Thelog recordidentifier is a
numberthatis uniquewithin thescopeof the log andis assignedsequentially.The
identificationnumberusedmaywrap,howeverat no timeshall therebemorethan
onerecordwith thesameidentifier in the log. The log recordID is an integer.

The loggingtimecontainsthevalueof thetime whentherecordwasenteredinto
the log. (Note thateventnotificationshaveatime parameterthatindicatesthetime
thattheeventoccurred.) Thecontents(parameters)of aneventlog recordis
determinedby theeventnotification type. To allow theretrievalof attributesfrom
logs,attributelDsareassignedin all notification templates54.

G.2 Notifications of the Log Control Function

The log control function uses event notifications to report changes in the log control

function. The standard specifies five log control function notifications. The first four used

notifications are as specified by ISO/IEC 10164-1, Object Management Function. The last is

specified by ISO/IEC 10164-4, Alarm Reporting Function.

State change notification

Attribute value change notification

54 Template: Templates are the defined formats or forms for various object oriented

properties. The ISO/IEC 10165-4 standard defines the templates, for notification,

objects, attributes, behaviour, etc. Thus, ISO/IEC 10165-4 tells object definers how to

"spell" and how to "write and generate standard information" about the various properties

of objects.
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Createnotification
Deletenotification
Alarm notification

In reportingthecapacitythresholdevent,the "alarm notification is used. The standard for log

control function specifies the following use of the alarm notification parameters:

• The managedObjectClass parameter identifies the log class.

The managedObjectlnstance parameter identifies the instance of the log

generating the notification.

• The alarmType parameter indicates that a processing error has occurred.

The severity parameter indicates the severity assigned to the capacity threshold

event. When the 100% log full condition is reached, a severity value of critical is

assigned to the event.

• The monitoredAttributes parameter carries the maximum log size attribute value.

The probableCause parameter carries the attribute value of the

storageCapacityProblem.

The thresholdInfo parameter carries the capacity threshold value (as a percentage

of total capacity that was reached or exceeded in generating this event.)

The ISO/IEC IS 10164-1, clause I 1, and ISO/IEC 10164-6, clause 8, provide the mapping of

the parameters of the notifications to the CMIS parameters.

G.3 Attributes and Objects for Log Control Function Service Definitions

The attributes and objects for representing the log control function will be provided by the

detail design of the DMS, ISE and the Freedom's objects, systems, elements, and payloads.

The DMS STSV should have a log control function to meet the needs of the SSFP. DMS

STSV should provide the objects and attributes of the standardized log control function.

Examples of how DMS could provide the log control functions are provided in the ISO/IEC

IS 10164-6. The designs of the ISE and DMS do not have to comply with ISO/IEC IS

10164-6, but the capability of DMS will require the functions of the standard.
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Theattributesfor the log control function aredefinedandexplainedby theISO/IECIS
10164-6.TheISO/IEC IS 10165-2definestheabstractsyntaxfor thelog control function
attributes.

TheISO/IEC IS 10164-6specifiesthe/bllowing attributesfor the log function:

• loglD
• discriminatorConstruct

• availabilityStatus
• administrativeState
• operationalState
• StopTime
• StartTime
• weekMask
• schedulerName
• objectClass
• objectlnstance
• maxLogSize
• currentLogSize
• numberOfRecords
• capacityAlarmThreshold
• logFullAction
• logRecordlD
• LoggingTime

TheISO/IEC 10164-6standardspecifiesservicefor manipulationof the log managedobject
class. Theseservicesconsistof thefollowing:

Initiation of logging
Terminationof a logging
Modification of log attributes
Suspensionof logging
Deletionandretrievalof log records
Resumptionof logging

Thus,theseservicesprovidethemeansfor Tier 1to initiate,terminate,suspend,resume,and
modify the loggingcapability.
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G.4 Log Control Function Protocol and Abstract Syntax Definitions

The ISO/IEC 10165-2 specification defines the ASN.1 value notations for all the objects and

attributes needed by the log control function.





APPENDIX H

SUMMARIZATION FUNCTION

(Telemetry Object List Management)

This section of the document describes the objects and attributes for the summarization

function 55 that may be used by the application processes in the Space Station Freedom

Program. The summarization function is proposed to meet the requirements of the SSFP

Tier 1 to obtain summary information from the observed attributes 56 of a managed object

(system, element, or payload). The ISE as part of Tier 1 needs a flexible summarization

function that allows Tier 1 to monitor the performance of the station. The SSFP Tier 1

components also needs to have a consistent set of definitions and actions related to

management of the summarization function. In cooperation with the Freedom object

management function (see section 4.1) and state management function (see section 4.2),

event reporting function, and the service control functions, Tier 1 needs the ability to manage
the summarization function.

Each Freedom object needs a DMS STSV for performance monitoring. The objects,

systems, elements, and payloads with their attributes and their event notifications require

periodic scanning, measuring, and reporting of a preselected set of observed attributes.

Specific controls are required of the periodic scanning, measuring and reporting of the

observed system, element, or payload attributes.

The Tier 1 components need performance monitoring to measure throughput, response times,

availability, and other measures of congestion and system, element, or payload utilization.

The summarization function needs to provide for the following user needs:

The ability to report individual attribute values or derive attribute values such as

aggregates and statistical information about the attribute values of objects, systems,

elements, or payloads. (For example, scanning a list of voltage sensors and either

55

56

Summarization: A summarization is the process of gathering and optionally applying

algorithms to raw or observable information to produce summary information.

Observed attribute: Observed attribute is an attribute of a managed object, system,

element, or payload whose value is being observed by a metric object or a summarization

object. (For example, all attributes in the RODB are observable. Any derived values

from the attribute values in the RODB are provided by a metric object. The DMS

STSVs scanning the RODB and generating TOLs are summarization objects.).
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reportingall thevaluesorcalculatingandreportingaderivedaverageanda
standarddeviation.)

Theability to supporttherequestfor changesin theselectionof attributevalues
reported. (Forexample,havingaway to selectandenablealternateTOLs.)

Theability to summarizeinformationon thefollowing:

- A singleattributetypeof a singlemanagedobject(For example,a running
averageof thebandwidthuseof theS-banddownlink communication
channel.The ability to monitor usesof capacityis a specialfunction thathas
its own detaileduserneeds(seeISO, 1991[CD 10164-11],Workload
Monitoring Function).

- Multiple attributetypesfrom asinglemanagedobject(Forexample,all the
performanceparametersof thesecondarypowerdistributionsystem.)

- A singleattributetypeof multiplemanagedobjects(For example,the
electricalcurrentlevelsdetectedfor eachSPC.)

Multiple attributetypesfrom multiple objects. (For example,anabbreviated
list of importantattributevaluesfrom thecoresystemfor useduringZOE.)

Theability to summarizeinformationgathered:

At a single point in time, prescheduled or on-demand

Over a specified interval of time

Periodically over specific intervals of time

The scheduling of summarization activity over a specified period of time. (For

example, having special sets of sample sensors during station modes and during

ZOE.)

The ability to identify and relate the summarized attribute and the corresponding

managed objects

The identification of any algorithms used for calculating statistical measures

The ability for a managed system to send event notifications to the Tier 1

components to report:
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Any missingsamplesin thesummary

Theparametersof algorithmsusedfor calculatinganystatisticalmeasures
(For example,thesamplingfrequencyor thenumberof samplesin amoving
average.)

Theidentificationof thesourcesof theattributesusedin thesummary

Theidentificationof thestartandstoptimesof thesummaryperiod

Theidentificationof theunitsof measures

Thesummarizationresult(Forexample,the list of observedandderived
values)

Theability to provideefficient reportingof largequantitiesof summarized
information. (Forexample,thestructuringof theparametersof thenotificationsso
thatthepositionof theattributevaluein thelist is alwaysthesame.)

Theability to efficiently selectobjectswhoseattributesareto besummarized.(For
example,summarizethecoresystemapplicationsuseof themassstorageunit.)

• Theability to optionally timestamptheobservedvalues.

Standardperformancesummarizationof objectsandattributesthatprovidesthesebasic
needswould form a partof asystematicandflexible monitoringandstatusstructure.The
following sectionsincludeadescriptionof thesummarizationfunctionproposedfor
standardizationby thecommitteedraft, ISO/IEC 10164-13.This functionidentifies
managedobjects,theirattributes,andtheir notifications(TOLs) thatmeettheneedsof the
Tier 1components.Section5 of thisdocumentincludesfindings, recommendations,
tradeoffs,andrisksassociatedwith supplyingaDMS STSVwith thisdesignof objects,
attributes,andeventnotifications.

H.1 The Model of the Summarization Function

The objects, systems, elements, and payloads are to be defined in accordance with appendix

D, the Flight Software Data and Object Standard of the DMS ACD, (NASA, 1991

[SSP30261]). This data standard refers to an applicable document, SMI ISO/IEC 10165.

SMI part 2 will contain the ISO attributes and objects used for the performance monitoring

v
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functionswhenthefollowing committeedraftsbecomeinternationalstandards:the
summarizationfunction,ISO/IEC CD 10165-13,andtheworkloadmonitoring function,
ISO/IECCD 10164-11.The modelof thesummarizationfunction's objectshasbecome
stable.The managementservicecontrol attributesarelikely to change.Thebasicattributes
areunlikely to change,andbesidesonly aselectedsetof summarizationobjectsandbasic
attributesareneededfor thespecificationof astandardDMS servicefor providing a
summarizationfunction (TOL services).Currently,thecommitteedraft ISO/IECCD 10164-
13definessyntaxfor theattributesandobjects,andthegenericnotification of theobjects
andattributesfor thesummarizationfunction. This draft alsodescribeshow metricobjects
andtheir attributesandeventnotificationswork togetherto meettheTier 1summarization
needs.TheISO/IEC committeedraft 10164-13alsoconsistentlydefinestermsthatcomply
with theBasic Reference Model (ISO, 1984 [7498-1]), the Open System Management

Framework (ISO, 1989 [7498-4]), the CMIS (ISO, 1990 [9595]), the Open System

Management Overview (ISO, 1991 [10040]), and the other parts of ISO/IEC 10164.

The committee draft ISO/IEC 10164-13 specifies the use of metric objects 57, metric

attributes 58 as defined in ISO/IEC 10164-11, and log records as defined in ISO/IEC 10164-

6. The committee draft specifies that summarization objects obtain information, process

such information to produce information, and then issue summary notifications. Figure 19

illustrates summarization objects observing attributes within observed objects 59. The

summarization object generates summaries (TOLs) in the form of notifications according to

a specified reporting schedule or as the result of a request. The notifications may be

forwarded as event notifications by event forwarding discriminators (see standard ISO/IEC

10164-6). The notification (TOL) may also be logged (see ISO/IEC 10164-6).

The summarization object instance includes attributes for schedules to control the underlying

scanning and summary reporting process and various mechanisms to select observed objects
and their attributes to be observed.

57

5°

59

Metric object: A metric object is defined in ISO/IEC 10164-11 as a managed object that
contains at least one attribute whose value is calculated from the values of attributes

observed in managed objects.

Metric attribute: A metric attribute is defined in ISO/IEC 10164-11 as an attribute if a

metric object whose value is either used as a parameter of one or more metric algorithms

or whose value represents the output of such an algorithm.

Observed object: An observed object is a managed object with attribute values that are

observed by a metric object or a summarization object.
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Figure 19. Summarization Objects Observing Attributes Within Objects Under Observation

The committee draft, ISO/IEC 10164-13 provides three object classes defined for

summarization objects. They are derived from the scanner object class defined in the

committee draft. These three summarization objects are as follows:

The homogeneous scanner60whose behaviour is to scan 61 a common set of

arbitrary attribute types across managed objects selected using either a scoping and

60 Homogeneous scanner: A homogeneous scanner is a scanner that collects values from

the attributes of the same type from one or more managed objects. (For example, the

scanning of temperature values from temperature sensors.)
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filtering mechanism or a specified list of managed objects. In addition, the object

class optionally calculates statistics for numeric attributes 62 over a specified

collection period 63 across the selected objects. At the end of each report period, 64

it reports either:

The aggregate data collected
The statistics it has calculated

Or both the aggregate data and the statistics.

The heterogeneous scanner 65, whose behaviour is to scan potentially different

sets of attributes for a set of explicitly named observed objects and reports the

results at the end of each granularity period 66 (scan).

The heterogeneous buffered scanner, whose behaviour is similar to the

heterogeneous scanner, but stores scanned values so that the results of multiple

granularity periods (scans) can be reported together. In addition, at the time of

reporting, it will scan a list of attributes of arbitrary type whose attribute values can
also be included in the notification.

61

62

63

64

65

66

Scan: A scan is a sampling process of observing attribute values at a specified point in
time.

Numeric attribute: A numeric attribute is an attribute whose value may be either an

integer (or possibly treated as an integer) or real number.

Collection period: A collection period is the time during which a metric algorithm is

applied to observe data. The collection period includes both the scanning and the

calculating.

Report period: The report period is the time between emitting notifications containing

the collected aggregate values or statistical information.

Heterogeneous scanner: A heterogeneous scanner is a scanner that collects values from

potentially different sets of attributes lbr a set of explicitly named observed object

instances and report the results at the end of each scan.

Granularity period: Granularity period as defined in ISO/IEC 10164-11 is the time

between observations of a managed object. In the context of ISO/IEC 10164-13,

granularity is the time between the initiation of two successive scans.
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The scanner object class is a superclass from which all other summarization objects are

derived. The committee draft defines its facilities for periodically sampling the values of a

specified set of attributes within specified objects. The intervals during which the periodic

scans may occur can be controlled according to a schedule. The scanner object class has the

following attributes:

• ScannerID whose value identifies an instance of the scanner object class (used for

naming)

• An operational state as defined in ISO/IEC 10164-2 (see section 4.2)

• An administrative state defined in ISO/IEC 10164-2

• An availability status as defined in ISO/IEC 10164-2

• The granularity period indicating the time between scans

• Scheduling attributes defined in ISO/IEC 10164-5 (see section 4.6)

All the object classes defined by the committee drafts have some common behaviour related

to generating notifications on demand and time stamping observed attribute values. If

scheduling has zero reporting intervals, then the scanners report their notification on the

receipt of an action command to generate the notification. Also, a scanner can optionally

report timestamp with the observed values.

The homogeneous scanner has the following attributes in addition to those inherited from

scanner.

Basic attributes included in all homogeneous scanners are:

The scan attribute identifier list attribute identifies the attributes whose

values are to be included in the notification for each of the selected objects.

Each attribute value reported is paired with its attribute identifier.

The numeric attribute identifier array attribute identifies an ordered

sequence of numeric attributes whose values are to be included in the

notification for each of the selected objects. The numeric attribute values are

reported as a sequence in the order of the attributes specified in the numeric

attribute identifier array without the attribute identifiers.
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A conditionalscopedselectionpackage contains the following attributes:

The base object identifier attribute includes both the class and instance

identifier of the base managed object used for scoping (as defined in ISO/IEC
9595).

The discriminator construct attribute specifies the criteria to be used for

selecting objects (as defined in ISO/IEC 10164-5).

The scope attribute specifies the levels in the naming hierarchy which

identifies the instances that are to be checked using the discriminator

construct, the time attribute identifier, and time offsets.

A conditional timing selection package that is only present if the scoped selection

package is also present, contains the following attributes:

The begin time offset attribute produces a time window relative to the current

time when used with the attribute end time offset. The value of the attribute

is subtracted from the value of current time to define the beginning of a time
window.

The end time offset attribute is subtracted from the value of current time to

define the end of a time window.

The time attribute identifier whose value is an object identifier that points to

another time attribute whose values have the syntax of ASN. 1 type

GeneralizedTime. The time values are used in the comparison against the

time window in order to select managed objects (log records).

A conditional managed object instance selection package contains the object list

attribute that identifies the set of object instances whose common attributes are to

be observed for the notification. The managed object instance selection package

and the scoped selection paged may NOT be both present.

A conditional simple scanner package that generates the notification of the

observed attribute values at the end of each scan if the summarization does not

require the calculation of any values from the collected attribute values.

A conditional statistical package that observes attributes and calculates values at

the end of each collection period and has the following attributes:

An algorithm type attribute,which identifies the algorithm to be used in the

calculation of the statistics of the common attributes. Three algorithm types
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arespecifiedin ISO/IEC 10164-11.Thealgorithmtypesarethesample
mean,thesamplemeanandvariance,andthesamplemeanandpercentiles.
Thecollection period attribute,whichspecifiesthetimeperiodduringwhich
scanningandcalculatingoccur.

A conditionalschedulingpackage includes the attributes as defined in ISO/IEC

10165-5. (see section 4.6)

The heterogeneous scanner has the observation identifier list attribute, in addition to those

inherited from the scanner. The observation identifier list attribute is a set of object classes,

object instances, and associated attribute identifiers. The attributes to be observed in each of

the selected objects may be specified in either, or both, of two lists included in the

observation identifier list. The list used to identify the attributes are the scan attribute

identifier list and the numeric attribute identifier array.

The heterogeneous buffered scanner has the following attributes, in addition to those
inherited from the scanner:

A report period attribute

Scheduling package's attributes that control the times during which it does periodic

reporting

A buffered observation identifier list attribute, which identifies each instance of

managed object attributes. The buffered observation identifier list is organized by

managed object and for each managed object there are three attribute identifier lists

that may be specified. An attribute identifier may be present in more than one of
these lists. The three lists are:

The scan attribute identifier list attribute, which specifies attributes of any

type.

The numeric attribute identifier array attribute, which specifies an ordered

sequence of numeric attributes.

The report time attribute identifier list attribute, which specifies a set of

attributes of arbitrary types that are to be scanned at the end of each report
period and is included only once in the notification.
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H.2 Notifications of the Summarization Function

The committee draft defines six notifications of the summarization function:

The homogeneous scan notification

The statistic summary notification

The heterogeneous scan notification

The heterogeneous buffered scan notification

The activate scan notification

The activate buffered notification

The committee draft maps the parameters of the notification to either the CMIS event report

service or the CMIS action service. The first four are mapped to the CMIS event report

service, and the last two are mapped to the CMIS action service. The committee draft in

clause 11 maps the notification parameters to the CMIS parameters.

Also the committee draft specifies the use of services to modify the operation of the

summarization objects. In particular, these specified operations use the following standard
notifications:

Attribute value change notification

Create notification

Delete notification

The ISO/IEC IS 10164-1, clause 11, provides the mapping of the parameters of these

notifications to the CMIS parameters.

H.3 Attributes and Objects for Objects and Attributes for Summarization Function

Service Definitions

The attributes and objects for representing the summarization functions will be provided by

the detail design of the DMS, ISE and the Freedom's objects, systems, elements, and

payloads. The DMS STSV should have objects and attributes for a summarization function

to meet the needs of the SSFP. Examples of how DMS could provide the objects and

attributes for the summarization function are provided in the ISO/IEC CD 10164-11 and 13.

The designs of the ISE and DMS do not have to comply with ISO/IEC CD 10164-11 or

ISO/IEC 10164 -13, but the capability of DMS will require the functions of the standard.

The attributes for the objects and attributes for the summarization function are defined and

explained by the ISO/IEC CD 10164-13.
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The ISO/IECCD 10165-13specifiesthefollowing attributesfor thesummarizationfunction:

• AlgorithmType
• BaseManagedObjectlD
• CollectionPeriod

• ReportPeriod
• BeginTimeOffset
• EndTimeOffset

• NumericAttibuteArray
• ObjectList
• BufferedObjectList
• ObservationlDList

• ReportlntervalsOfDay
• ReportSchedulerName
• ReportStartTime
• ReportStopTime
• ReportWeekMask
• ScanAttributelDList
• ScannerlD

• Scope
• TimeAttributeldentifier

H.4 Protocol and Abstract Syntax Definitions of Objects and Attributes for The

Summarization Function

The ISO/IEC 10165-13 committee draft defines the ASN. 1 value notations for all the

objects, attributes, notifications, actions (commands), and behaviours needed by the objects

and attributes for the summarization function. These abstract syntax definitions will move to
ISO/IEC 10165-2 when ISO/IEC 10164-13 becomes an international standard.
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APPENDIX J

THE TEST MANAGEMENT FUNCTION

This section of the document describes the objects and attributes for the test 67 management

function that may be used by application processes in the Space Station Freedom Program.

The test management function is proposed to meet the requirements of the SSFP Tier 1 to
obtain test information from the observed attributes 68 of a managed object (system, element,

or payload). The ISE, as part of Tier 1, needs a flexible test management function that

allows Tier 1 to perform confidence tests and built-in tests (BIT). The SSFP Tier 1

components also needs to have a consistent set of definitions and actions related to the

management of the test management function. In cooperation with the Freedom object

management function (see section 4.1 ), and state management function (see section 4.2),

event reporting function (see section 4.5), and performance management using the

summarization function (see section 4.8), Tier 1 needs the ability to manage the test

management function.

Each Freedom object needs a DMS STSV for test management. The objects, systems,

elements, and payloads with their attributes and their event notifications require on-demand

and periodic testing capabilities. Specific controls are required of a test function that can

perform the remote testing and reporting of the test results to the Tier 1 components. The

test management function needs to provide for the lbllowing user needs:

The ability to collect test data that may either be used in the diagnosis of failure, or

in the routine gathering of performance statistics. (Note that the summarization

function may report individual attribute values or derive attribute values useful to

diagnosis of failures.)

67

68

Test: A test is the operation and monitoring of an object, system, element, or payload

within an environment designed to elicit information on the functions and/or the

performance of the subject.

Observed attribute: An observed attribute is an attribute of a managed object, system,

element, or payload whose value is being observed by a metric object or a summarization

object. (For example, all attributes in the RODB are observable. Any derived values

from the attribute values in the RODB are provided by a metric object. The DMS

STSVs that scans the RODB and generates telemetry object lists are summarization

objects.).

PA E m
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The ability to create the environment for the test, the control and monitoring of the

subject systems (i.e., operation of the test), and the reassertion of the normal

environment. Control of a test includes the need to suspend and resume tests. Each

test will require a unique identification so that, for example, data generated by the

test can be tracked. Features of the systems environment that may require

alteration for testing include the following:

The connections to the subject system (see object management function,

section 4.1)

The configuration of the subject system (see state management function,

section 4.2)

The measurement of the workloads requested of the subject system (see the

summarization function, section 4.8).

The ability to schedule tests. The scheduling of test start and test termination must

be considered in both a periodic and an aperiodic way. There is also the need to

conduct the test at a time convenient to the subject system. For such tests there is

the requirement to allow modification of the schedule (see section 4.10, the

scheduling function).

The ability to initialize and enable (create) complex tests from simpler ones, for

example, to provide the results of many subordinate tests into a single result, or to

sequence tests to efficiently diagnose a failure in an entity with a large number of

components.

The ability to correlate the results of each test in order to formulate an outcome

from a set of individual tests.

The ability to apply the same test management function to different test

methodologies, such as a loopback test that configures the subject system to return

the data it receives, a built-in-test that simply provides a pass-fail indication, and an

error injection test that verifies that the errors are handled properly.

• The ability to optionally timestamp the observed test values.

Standard test management objects and attributes that provides these basic needs would form

a part of a systematic and flexible test monitoring and status structure. The following

sections include descriptions of the test management function proposed as a standard by the

committee draft, ISO/IEC 10164-12. This function identifies managed objects, their

V ¸

V
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attributes,and their event notifications that meet the needs of the Tier 1 components.

Section 5 of this document includes tradeoffs, issues, and risks associated with supplying a

DMS STSV with this design of objects, attributes, and event notifications.

J.1 The Model of the Test Management Function

The objects, systems, elements, and payloads are to be defined in accordance with appendix

D, the Flight Software Data and Object Standard of the DMS ACD, (NASA, 1991

[SSP30261]). This data standard refers to an applicable document, the SMI ISO/IEC 10165.

SMI part 2 will contain the ISO attributes and objects used for the test management

functions, when the test management function, ISO/IEC CD 10164-12, becomes an

international standard. The model of the test management function's objects is not very

stable. The test management model has to pass many international ballots before it becomes

stable, however, it does provide a design for a test management function. The Test

Management Model could be used as a set of guidelines for the development of level C

requirements. Currently the committee draft ISO/IEC CD 10164-12 defines syntax for the

attributes, objects, and the generic notification of the objects and attributes for the test

management function. This draft describes how testing objects and their attributes and their

event notifications would work together to meet the Tier 1 test management needs. It also

consistently defines terms that comply with the Basic Reference Model (ISO, 1984 [7498-

1]), the Open System Management Framework (ISO, 1989 [7498-4]), the CMIS (ISO, 1990

[9595]), the Open System Management Overview (ISO, 1991 [10040]), and the other parts of

ISO/IEC 10164.

The committee draft ISO/IEC 10164-12 specifies the terminology concerned with tests. It

describes and defines terms used to describe the test environment. It describes two test

environments: the asynchronous test and the synchronous test. In both environments, the
test conductor object 69 initiates the test from the managing process. The model for these test

environments is illustrated in figure 20. A test performer object 70 conducts the test in the

managed process. Figure 20 illustrates a single instance of a test invocation, showing only a

subset of possible message exchanges. A test request is addressed to a managed object that

has the ability to receive and respond to such requests. Such ability is called the test action

69

70

Test conductor : A test conductor is a manager or managing object that issues test

operations (i.e., commands).

Test performer: A test performer is an agent (i. e., an object or system) that receives test

operations (i.e., commands).
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request receiver 71 (TARR).

onboard Freedom.)
(The ISE and a DMS STSV could provide this capability

v

Managing System

TEST
CONDUCTOR

TEST REQUESTS li

RESPONSES

TEST RESULTS - --

Managed System

TEST
PERFORMER

LEGEND 1

PROTOCOL EXCHANGE

OPTIONAL PROTOCOL EXCHANGE

Figure 20. The Test Function Model

The testing objects 72 (TOs) initialized and enabled by the TARR capability generate test

requests that are required for the control and monitoring of tests and for the emission of

notifications pertaining to tests. TOs exist only for the duration of the test. An individual

test may have any number of TOs. A TO is uniquely identified and named by a testing

object ID. The testing object ID may be assigned either by the test conductor or the test

performer. A TO may include a schedule mechanism or refer to a schedule function that

allows the initiation and termination time of the test to be controlled.

71

72

Test action request receiver (TARR): The test action request receiver is a term used to

identify the ability of a managed object to act upon a test request. (For example, the SMI

is a TARR since it can receive test commands and invoke test sequences.)

Testing object (TO): A testing object is a managed object that exists only for the
duration of a test invocation and which has attributes, behaviours, and event notifications

that pertain to that instance of test. It issues the specific test, measures the test responses,

and generates the resulting test event notifications.
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Themanagedobjectsundertest73 (MOTs)providethemanagement views of the subject of

tests are identified in test requests. Each test must involve one or more MOT. The execution

of the test relies upon mechanisms provided by the TOs and the MOTs.

Tests may be defined as being synchronous 74 or asynchronous 75. A synchronous test is one

in which the final results of the test are returned in the response to the test initiation

operation (command). Figure 21 illustrates the synchronous test. The asynchronous test is

one in which the final results of the test are to be made available by some further

management operation or via an event notification issued by the TO. Figure 22 illustrates

the asynchronous test.

Managing System

TEST
CONDUCTOR

TEST REQUESTS

(Action Command)

TEST RESULTS

(Action Response)

Managed System

h,I

TEST
PERFORMER

Figure 21. The Synchronous Test

73

74

75

Managed object under test (MOT): The managed object under test is the managed object

that represents a management view of the resource or resources whose functions are the

subject of the test.

Synchronous test: A synchronous test is a test invocation for which any confirmation to

the test request implies tenxnination of the test invocation.

Asynchronous test: An asynchronous test is a test invocation for which the successful

confirmation to the test request does not imply termination of the test invocation.
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Figure 22. The Asynchronous Test

The committee draft ISO/IEC 10164-12 specifies that the asynchronous tests are modeled

using separate managed objects to represent the TARR and the TO. In the asynchronous

environment, the TO is initialized and enabled by the TARR, and it is contained within the

TARR as a result of the a test action request. A TO exists only for the asynchronous test

invocations. The TO holds test status, and intermediate and unreported test results associated

with the invocation 76. Intermediate test results are those that have not yet been conveyed to

the test conductor. Requests to suspend, resume, or terminate are directed to the object with

TARR capability (the ISE). The affected TOs are identified using either a list of the TOs
names or a test session 77 identifier.

The committee draft ISO/IEC 10164-12 specifies the content of the test request. It includes

the following information carried in the parameter of the request.

V

76 Test invocation: A test invocation is a specific instance of test, from the time of
initiation to termination.

77 Test session: A test session is a set of test invocations.
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Thetypeof theTARR input information
Theparameterspecificto thetypeof TARR input information
TheTOsrequired
Theinformationpertainingto initial attributevaluesfor theTOs
Theidentity of theMOTs

Thecommitteedraft ISO/IEC 10164-12specifiestheteststateattributesof TOsasthe
following sevendistinct statesandrulesrelatedto thetestmanagementfunction:

• Thetestingstatesareasfollows:

Idle off-duty: Thetestisenabledbut idle waiting Ibr thescheduledstartor
for thenextscheduleiterationor haspassedthescheduledstoptime.

Idle on-duty: The test has not yet been initiated due to busy conditions. For

example, the test may be a process in a queue and awaiting execution. In this

transient state the test is started.

Initiating: That period during which the test is being set up. A test may be

in this state for a significant length of time if it is required to wait for the

managed object to be configured.

Suspended: A test may be suspended by the suspend request. In this state, it

is not executing, but its read attributes are readable, and its write attributes

can be commanded. For example, while a test is suspended test result

attributes may be accessed or scheduling attributes may be changed. The

resume request continues the testing.

Testing: The testing state reflects the active phase of the test during which

the testing algorithms and measurements are taking place.

Terminating: The test environment transitions to a dormant condition. This

includes the activities that are necessary to restore the test resources or MOTs

to their pre-test condition.

v
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Disabled: The testis disabledwhenit becomestotally inoperabledueto
failure conditions. Thismaybetemporaryor leadto abnormaltest
termination78.

• Thefollowing rulesapply to thetestingstates:

Someclassesof testingobjectsexhibit asubsetof thesestates.For example,a
testwhich requiresnoparticulartestingenvironmentmight notneedanyset
up time andmaynotexhibit theinitiating statenor theterminatingstate.
Likewise,a testwhichdoesnotsupportschedulingwould notexhibit theidle
off-duty state.

All testsupporttest-resultattributes,thetest-resultattributesmaybecomeand
remainaccessibleat anytimeexceptduring theinitiating state.

Thecommittee
Thecommittee
of rulesrelated
states.

draft specifiestheservicesof testsuspension,resumption,andtermination.
draft specifiesthat theoperationof theseservicesmustfollow aconsistentset
to thesavingof informationandorderly transitionsdependingon thetesting

Thecommitteedraft specifiesthereportingof thetestresultsfor thesynchronousand
asynchronoustest. Test resultnotificationscontainthetestsessionidentifier, if it wasused.
Thetestresult notification indicatesthatit is sendingnomorereportsby includingthetest
outcomeattributein areport. The testoutcomeattributetakesthevaluePASS,FAIL, or
INCONCLUSIVE. The interpretationof thetestparameterdependson thetypeof tests
requested.If thetestoutcomeatuibuteindicatesFAIL, thenthenotificationmaycontain
parametersindicatingthenatureof theproblemandproposedrepairaction(seeeventreport
function).

Thecommitteedraft specifiesthatcomplexandcompoundtestscanbeconductedusingthe
testmanagementfunction. A testconductormayrequesta numberof testperformersto
initiate testsconcurrently(by usingaschedule).In thisway, atestconductormaycollect
information from severaldifferent systemsconcerningthesetof circumstancesunder
investigation. Also, a test performer may involve one or more systems in performing the test

requested by the test conductor. In this case, an application process in the system containing

the test performer acts as a subsidiary test conductor and requests test pertbrmers in other

78 Abnormal test termination: Abnormal test termination is a statement made with respect

to a test invocation when the test is prematurely terminated.
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systemsto initiate thetest. (Forexample,theSSCCtestconductorcouldrequesttheISE to
conductastation-widetestinvolving two or moresystem'stest. TheISEactsasthetest
conductorfor theSSCCandinvolvesthetestconductorsin thesystems,elements,or
payloads.)Suchtestsareknow ascomplextests.

Thecommitteedraft specifiestheuseof thefollowing attributes:

A test section identifier attribute, which indicates a set of test invocations. If a test

session is used, then the test conductor (i.e., the ISE, SSCC, or POIC) assigns the
test section identifier.

A MOTs attribute, which identifies the managed object instance(s) that represents

the resource being used or to be tested.

• The test state attribute, which identifies the current state of a test invocation.

The test outcome attribute, which provides a standard view of test results: PASS,

FAIL, or INCONCLUSIVE.

The associated objects attribute, which identifies the managed object instance(s)

that represent another resource involved in the test.

The time-out period attribute, which sets the maximum amount of time that a test

may be in the testing state.

• The test object identifier attribute, which indicates the testing object.

The committee draft specifies the following parameters to be included either in test

management services or in test management event notification:

The mandatory test request ID parameter may include input information needed by

the test performer to initiate a test, but which is not required to be held in the TO

attributes. The parameter identifies the syntax of the corresponding test request

information parameter.

The optional test request information parameter has its syntax identified by the

test request ID. It conveys input information needed by the test performer to

execute a test, but which is not required to be held in any TO attributes. The test

request information is registered using a label of ACTION-INFO context type,
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associatedwith thetestactionregistered79 in theACTION sectionof aTARR
packagetemplate(asdefinedin clause10.4of internationalstandardISO/IEC
10165-4.)

The test object list parameter specifies the testing objects that are to be created as a

result of an asynchronous test request. For each testing object in the list, it includes

the TO class and may include a TO instance name as well as TO attribute
initialization information.

The optional test object result list parameter conveys the names of the testing

objects created as a result of an asynchronous test request.

The async test result ID parameter identifies the syntax of a corresponding

asynchronous test result information parameter.

The async test result information parameter holds the information for a particular

test result notification. The async test result information is registered using a

parameter label of EVENT-INFO context type, associated with the test result

notification listed in the NOTIFICATION section of TO package template (as

defined in clause 10.4 of ISO 10165-4).

The synch test result ID parameter identifies the syntax of a corresponding

synchronous test result information parameter.

The synch test result information parameter holds the information for a particular

test result notification. The synch test result information parameter is registered

using a parameter table of ACTION-REPLY context type. The synch test result

information parameter is associated with the synchronous test request action-listed

in the ACTION section of TARR package template.

v

V

79 Registration: Registration is the process of defining and putting under configuration

management control the definitions and transfer syntax of attributes, objects,

notifications (and TOLs), actions (commands), packages, behaviours, and relationships.

The ISO/IEC standard 10165 specifies how to complete the template (forms) necessary

to "freeze" a managed object. Registration involves some authority (e.g., NASA

configuration management change boards) to publish and duplicate the information for

others to use. The registration of an object makes it an object with defined interfaces and

properties that others can communicate with and obtain its services.
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The test failure parameter is included in the failure confirmation notification to a

test request as information describing the failure. This parameter takes on the

following specified values:

Test request not supported

No such MOT

Invalid MOT classs

MOT not available

Argument error

Duplicate TO instance

Unable to create TO

Subsidiary test failure

Reason not specified

J.2 Notifications of the Test Management Function

The committee draft defines one notification of the test management function:

• The test result notification

The committee draft maps the parameters of the notification to the CMIS event report

service. The committee draft in clause 11 maps the test result notification parameters to the

CMIS parameters.

Also the committee draft specifies the use of services to modify the operation of the test

management function. In particular, the operations specified use the following standard test
function services.

The test request async service

The test request sync service

The test suspend-resume service

The test termination service

The ISO/IEC CD 10164-12, clause 11, provides the mapping of the parameters of these

services to the CMIS M-ACTION parameters.
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J.3 Attributes and Objects for Objects and Attributes for Test Management

The attributes, parameters, and objects for representing the test management functions will

be provided by the detail design of the DMS, ISE and the Freedom's objects, systems,

elements, and payloads. The DMS STSV should have testing objects and attributes for a test

management function to meet the needs of the SSFP. Examples of how DMS could provide

the testing objects and attributes for the test management function are provided in the

ISO/IEC CD 10164-12. The designs of the ISE and DMS do not have to comply with

ISO/IEC CD 10164-12 but the capability of DMS will require the functionality of the
standard.

The attributes for the testing objects and attributes for the test management function are

defined and explained by the ISO/IEC CD 10164-12.

The ISO/IEC CD 10164-12 specifies the following attributes for the test management
function:

• TestSessionlD

• TestState

• TestOutcome

• MOTS

• AssociatedObjects

• TimeoutPeriod

V

J.4 Protocol and Abstract Syntax Definitions of Objects and Attributes for Test

Management

The ISO/IEC 10164-12 committee draft defines the ASN.1 value notations for all the

objects, attributes, notifications, actions (commands), and behaviours needed by the objects

and attributes for the test management function. These abstract syntax definitions will move
to ISO/IEC 10165-2 when ISO/IEC 10164-12 becomes an international standard.
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APPENDIX K

THE SCHEDULING FUNCTION

This section of the document describes the objects and attributes for the scheduling 80

function that may be used by the application processes in the Space Station Freedom

Program. The scheduling function is proposed to meet the needs of the SSFP Tier 1 to

separate schedules from the application processes that need schedules. External schedulers

were described as desirable in the logging (journalizing) function, the summarization

function, and in the event forwarding function. Scheduling of these functions was allowed

by building the scheduling attributes into the applications of those functions. However, it

would be efficient to have scheduling objects (schedule packages) that many applications

could share and which would allow some degree of synchronization of activities. A DMS

STSVs could supply these scheduling objects. (Perhaps a few would meet most scheduling

requirements: one would meet the requirements for logging, another would meet the

requirements for TOL generation, and another would meet the requirements for testing).

The scheduling function needs to provide for the following user needs:

The ability to schedule a number of activities within multiple managed objects by a

single scheduler.

• The ability to specify the time duration that the schedule is active.

The ability to schedule the control interval of operation of an activity within a

managed object, the start time should be defined as the actual time, and the stop

time should be definable using either actual time or an allowable offset from the
start time.

• The ability to provide interval scheduling 81 and periodic scheduling 82.

80

81

82

Scheduling function: The method of controlling the timing of the performance of a

scheduled activity within an object are represented by another managed object.

Interval scheduling: Interval scheduling is a type of scheduling that controls a number of

intervals of operation of activities within specified managed object instances.

Periodic scheduling: This is a type of scheduling that conuols the repetitive triggering of

activities within specified managed object instances.
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Provide a defined number of intervals together with the start and stop times of

each interval with the specified period.

Provide a configuration schedule that repeats over a given period.

Standard scheduling objects and attributes that provide these basic needs would form a part

of a systematic and flexible scheduling structure. The following sections include

descriptions of the scheduling function proposed as a standard by the performance

management committee working draft, ISO/IEC 10164-s. These sections include scheduling

managed objects, their attributes, and their event notifications that meet the above needs.
Section 5 of this document includes tradeoffs, issues, and risks associated with supplying a

DMS STSV with this design of scheduling objects, attributes, and event notifications.

K.1 The Model of the Scheduling Function

The SSFP objects, systems, elements, and payloads are to be defined in accordance with

appendix D, the Flight Software Data and Object Standard of the DMS ACD, (NASA, 1991

[SSP30261]). This data standard refers to an applicable document, the SMI ISO/IEC 10165.

SMI part 2 will contain the ISO attributes and objects used for the scheduling function when

the scheduling function working draft (WD) ISO/IEC 10164-s, becomes an international

standard. The model of the scheduling function's objects is not stable. It has to pass many

international revisions before it becomes stable; however, it does provide a design for a

scheduling function, and it could be used as a set of level C requirements for a DMS STSV.

Currently the committee WD, ISO/IEC 10164-s, defines syntax for the scheduling attributes,

objects and notifications. This working draft describes how scheduling objects and their

attributes and their event notifications would work together to meet the Tier 1 scheduling

needs. It also consistently defines terms that comply with the Basic Reference Model (ISO,

1984 [7498-1]), the Open System Management Framework (ISO, 1989 [7498-4]), the CMIS

(ISO, 1990 [9595]), the Open System Management Overview (ISO, 1991 [10040]), and the

other parts of ISO/IEC 10164.
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The committee working draft I SO/IEC 10164-s specifies the terminology concerned with

scheduling. The model for scheduling objects is illustrated in figure 23. The model consists

of the scheduler object 83 (SO) that supplies schedules for scheduled managed objects 84

(SMOs). The scheduler object has the behaviour that supplies the scheduling function to the

scheduled managed objects. A scheduler object is controlled by the managing system and

sends event notifications to the managing system.

IManaging System

EVENTS

OPERATIONS

EVENTS

OPERATIONS

EVENTS _

OPERATIONS

Managing System

i SCHEDULER

OBJECT

(SO)

±
i SCHEDULED I

MANAGED

OBJECT (SMO)

I SCHEDULED ___

MANAGED

l _.OBJECT (SMO)

Figure 23. The Scheduling Function Model

The committee working draft specifies two capabilities for the scheduler object: internal and

external scheduling. The internal scheduling capability is when the scheduler object is

contained within the SMOs. The external scheduling capability is when a SO is not

contained within the SMO. Multiple SMOs may be triggered by the same SO. External

scheduling eliminates the need to replicate and co-ordinate scheduling data across the SMO

instances. Figure 23 illustrates the external scheduling capability.

83

84

Scheduler object (SO): A scheduler object is the managed object that defines the type

and values of the schedule to be applied to activities within the SMOs.

Scheduled managed object (SMO): The scheduled managed object is the managed object
whose activities are to be scheduled.
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The committee working draft specifies a pointer within the SMO to identify the SO for its

behaviour. The committee working draft specifies the inclusion of attributes in the SO to

point to the SMOs.

The committee working draft specifies two behaviours for both the SO and SMO. These two

behaviours are interval scheduling behaviour and periodic scheduling behaviour. To provide

the behaviour, a set of conditional packages are defined. These conditional packages are as
follows:

Daily scheduling

Weekly scheduling

Multiple daily scheduling

Multiple weekly scheduling

Monthly scheduling

Periodic scheduling

Activation duration package

Duration package

The committee working draft specifies new attributes to control the scheduling function.
These attributes are as listed:

The expiry behaviour attribute specifies the action to be taken by the SO when the

stop time has been exceeded.

The external schedulers attribute specifies the SO instances together with the

activities that are controlled by them within the SMOs.

The mode attribute defines the mode of synchronization of a periodic schedulers

triggering periods upon suspension and resumption to the SMO. If the value is

TRUE, it implies that the triggering period will be synchronized to the

presuspended triggering points when the operation of the SMO has been suspended

and resumed. If the value is FALSE, it implies that when the operation of the SMO

has been suspended it triggers on resumption and synchronizes the period to the

resumption triggering point.

The period attribute defines a time period in terms of days, hours, minutes, or

seconds.
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Thescheduledactivities attribute specifies the SMO instances and the activities

within those instances that are controlled by the SO.

The scheduler ID attribute is the distinguished attribute for naming the instance of

a SO.

The sequence of days is a structured attribute that def'mes a sequence of intervals

of day. The interval of a day component within the sequence of days attribute type

defines a list of time intervals (interval-start and interval-end times of day). If the

values of the attribute are not specified in the schedule initialization and

enablement, then its value defaults to a single interval encompassing the entire 24-

hour period of a day.

The sequence of months is a structured attribute defining a sequence of month

masks. Each month mask is a set of mask components. Each mask component

specifies a set of time intervals on a 24-hour time-of-day clock pertaining to

selected days of the month. The attribute consists of two components: days of

month and intervals of day. If not present, they default to every day of the month

and the entire 24-hour period of a day, respectively.

The sequence of weeks is a structured attribute defining a sequence of week masks.

Each week mask is a set of mask components. Each mask component specifies a

set of time intervals on a 24-hour time-of-day clock pertaining to selected days of

the week. The attribute consists of two components: days of week and intervals of

day. If not present, they default to every day of the week and the entire 24-hour

period of a day, respectively.

The start time attribute defines the start day and time.

The stop time attribute defines the stop day and time.

K.2 Notifications of the Scheduling Function

The committee working draft does not define any notification of the scheduling function

other than those with the management of the SO. The object management notifications

specified are as follows:

• AttributeValueChange

• ObjectCreation
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• ObjectDeletion

Also thecommitteeworking draft leavestheuseof servicesto modify theoperationof the
schedulingfunction to bedetermined.However,if theschedulingserviceis to beuseful,it
shouldincludethefollowing typical ISO/IEC 10164standardservices.

• Thesuspend-resumeservice
• Theterminationservice

K.3 Attributes and Objects for Objects and Attributes for the Scheduling Function

The attributes, parameters, and objects for representing the scheduling functions will be

provided by the detail design of the DMS, ISE and the Freedom's objects, systems, elements,

and payloads. The DMS STSV should have scheduling objects and attributes for a

scheduling function to meet the needs of the SSFP. Examples of how DMS could provide

the scheduling objects and attributes for the scheduling function are provided in the ISO/IEC

WD 10164-s. The designs of the ISE and DMS do not have to comply with ISO/IEC WD

10164-s, but the space station scheduling objects and attributes for the scheduling function
will require equivalent functions.

The ISO/IEC WD 10164-s specifies the following attributes for the scheduling function:

• ExpiryBehaviour

• ExternalSchedulers

• Mode

• Period

• Scheduled activities

• ScheduledlD

• SequenceOfDays

• SequenceOfMonths

• SequenceOfWeeks

• StartTime

• StopTime
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K.4 Protocol and Abstract Syntax Definitions of Objects and Attributes for the

Scheduling Function

The ISO/IEC 10164-s committee working draft defines the ASN. 1 value notations for all the

objects, attributes, actions (commands), and behaviours needed by the objects and attributes

for the scheduling function. These abstract syntax definitions will move to ISO/IEC 10165-2

when ISO/IEC 10164-s becomes an international standard.
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GLOSSARY

ACC

ACD

ACI

ADF

AEF

ANSI

APM

ARD

ASN. 1

BIT

BITE

C&W

C&T

CCSDS

CEI

CD

CHeCS

CMIS

COTS

CSCI

DID

DMS

ECLSS

EM

EPS

ETCS

EVA

EVAS

FSSR

FDIR

GN&C/P

access control certificate

Architectural Control Document

access control information

access control decision function

access control enforcement function

American National Standards Institute

Columbus Attached Pressurized Module

Action Reader Directory

Abstract Syntax Notation One

built-in test

built in test equipment

caution and warning system

Communications & Tracking

Consultative Committee for Space Data Systems
contract end item

committee draft

Man Systems/Crew Health Care System

Common Management Information Services
commercial-off-the-shelf

computer software configuration item

data item description

Data Management System

Environment Control Life Support System

Element Manager

Electrical Power System

External Thermal Control System
Extra Vehicular Activities

Extra Vehicular Activity System

Flight Software System Requirements

failure detection, isolation, and recovery

Guidance Navigation & Control/Propulsion
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ICD

ID

ILE

IODB

IP

IS

ISE

ISO

ITCS

JSC

JEM

LAN

MDM

MDSSC

MODB

MSC

MSC

MTE

NASA

NOS

OSI

OSTP

ORU

POIC

RJ

RODB

SDMC

SDP

SM

SMI

SMM

SMO

SO

interface control document

identification

Intermediate Language Executor

Input/Output Data Base

international partners
international standards

Integrated Station Executive

International Organization for Standardization

Internal Thermal Control System

Johnson Space Center

Japanese Experiment Module

local area network

Multiplexer/Demultiplexer

McDonnell Douglas Space Systems Company

Master Objects Data Base

Mobile Servicing Center

Management Service Control

Mobile Transporter Element

National Aeronautics and Space Administration

Network Operating System

Open System Interconnection

on-board short term plan

Orbit Replaceable Units

Payload Operations and Integration

Rotary Joint

Runtime Object Database

Station Docking Mast Controller
Standard Data Processor

Station Manager

Structure of Management Infolvnation

System and Mission Mangement

scheduled managed object

scheduler object
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SPCP
SSCC
SSFP
STSV

storedprogramcommandprocedure
SpaceStationControlCenter
SpaceStationFreedom Program
standard services

TARR

TOL
test action request receiver

telemetry object list

ULC/PAMS

USE
Unpressurized Logistics Carrier/Propulsion Module Attachment

User Support Environment
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